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ABSTRACT 

MIMO communication is an appealing wireless communications technology. Using 

multiple antennas helped evolving several wireless communication systems i.e. the 4
th

   

generation cellular systems and digital terrestrial broadcast technology. Currently, virtual 

MIMO is a hot topic in cellular and cooperative networks.  

In this thesis, we target the problem of frequency selectivity / time selectivity in 

space frequency / space time codes respectively. Generally, simple decoding of the space 

time / frequency codes relies on the assumption that the channel is constant over the 

consecutive symbols forming the diversity. However, in the case where this condition 

doesn’t hold, i.e. varying channels, a more sophisticated decoding e.g. maximum 

likelihood or sphere decoding should be applied.  

K-Best Sphere Decoder (KBSD) is a low complexity fixed throughput MIMO 

decoder. However, its performance is highly dependent on its K value which determines 

how many nodes will be visited while traversing the tree-based search. We propose 

employing several modifications to sphere decoder, to adapt the number of paths in the 

KBSD search. The developed algorithms adaptively estimate a suitable number of K-paths 

through an Adaptive Control Unit (ACU), depending on relevant criteria to the channel 

quality, namely, channel matrix analysis, channel quality estimation, and Signal-to-Noise 

power Ratio (SNR) estimation.  

The good compromise between complexity and performance offered through 

adaptation makes the proposed KBSD more suitable for hardware implementations. This 

type of adaptation is performed over the horizontal level in the tree to achieve the best 

trade-off between performance and complexity.  In cooperative networks, partial detection 

of selected group of symbols is possible leading to another dimension of adaptation over 

the vertical levels of the tree. The collective vertical and horizontal level adaptation can be 

utilized to reduce the overhead introduced in the MIMO relay. Therefore, we proposed a 

new 2-D  AKBSD  that makes  use  of  the  two  vertical (number of traversed levels) and 

horizontal (number of visited nodes per level) dimensions of the adaptation process in the 

relay node to  suit  the  dynamic  conditions  of  the  network. We also proposed a new 

hybrid partial and full detection protocol for multi-hop networks. Finally, as a step of the 

decoder implementation, we presented a hardware implementation and an Application 

Specific Instruction-Set Processor (ASIP) model for the ACU unit. 
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CHAPTER: 1 

INTRODUCTION 

 

Wireless communications technology is developing rapidly to utilize the maximum 

available channel capacity and to achieve the best Quality of Service (QoS) to follow the 

increased demand of high definition applications. Multiple antenna techniques, cooperative 

communications, cognitive radios, millimeter wave communication, heterogeneous 

wireless/cellular networks, radio access technologies, transmission technologies, femto cell 

technologies, management and security of wireless and 4G mobile networks and beyond are 

examples of recent trends in wireless communication research. This chapter is intended to 

provide an overview of some new technologies of several wireless communication 

applications that utilize Multiple Input Multiple Output (MIMO) communication then state 

the problem that we work on and finally show the thesis objectives and organization.  

 

1.1 Wireless Communications Technology Trends 

Various trends evolved to assist in the development of high performance and 

bandwidth-efficient wireless transmission. A major technology in this direction is multiple 

antenna techniques, employing Multiple Input and/or Multiple Output antenna (MIMO). 

Generally, MIMO techniques can be divided into two main categories spatial diversity, and 

spatial multiplexing [1][2].   

MIMO technology has found its way rapidly in several wireless communication 

standards. One wireless communication standard that employs MIMO is the Digital Video 

Broadcasting (DVB) technology. DVB system made a paradigm shift in the video 

transmission over the different media. DVB standards dominate the market satellite, cable, 
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terrestrial and IP-based television transmission services.  The European 

Telecommunications Standards Institute (ETSI), the Centre for Electro-technical Standards 

(CENELEC) and the European Broadcasting Union (EBU) have formed a Joint Technical 

Committee (JTC) to handle the DVB family of standards to cover all these TV services 

serving mainly, Europe, Africa, central Asia and the middle-east [3]. 

Coordinated Multipoint (CoMP) transmission is another rising technology for 

current and future cellular systems that is built on virtual MIMO. It is a technique used to 

improve the coverage area by changing the Inter Cell Interference (ICI) problem occurring 

at the cell-edge into a useful cooperation between the different cells [4]-[6]. The CoMP idea 

is to establish cooperation between various Base Stations (BSs) for collective signal 

processing in both up and downlinks [7], where each transmitting node sends its data based 

on scheduling information sent to it by a centralized Baseband Signaling Processing (BSP) 

unit [4]. 

Another technology that is based on the idea of virtual MIMO is relaying and 

cooperative communication. Relaying can be described, in easy terms, as introducing 

helping nodes between the source and destination to act as extra antenna for the transmission, 

especially when the direct link between the source and destination node experience sever 

fading. As a result, cooperative relaying extends the coverage area, increases the diversity 

and code rates, and reduces the transmit power [8]. 

 

1.2 Problem Statement 

Wireless communication systems can employ multiple antennas to achieve 

diversity and/or multiplexing gains. In real world, current application of MIMO system 

diversity is the dominant objective of several communication systems e.g. Long Term 
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Evolution (LTE) and DVB utilizing space coding algorithms. Decoding space time/ space 

frequency codes relies on a basic assumption that the channel is constant over the block of 

transmitted symbols in time or frequency respectively. This assumption enables the 

application of linear complexity zero forcing decoding. However, with the increase in the 

applications bit rate and the increasing demand of mobility, the problem of frequency 

selectivity and time varying channels arises. In this case more complex decoding algorithms 

are required to obtain an acceptable performance.  

Exhaustive search, or Maximum Likelihood (ML) decoding, is the optimum 

decoding method in selective channels case. However, it is plagued with exponential 

decoding complexity making it impractical for implementation. Another decoding method 

that gives a near performance to ML with low complexity is Sphere Decoding (SD). K-Best 

Sphere Decoder (KBSD) is a low complexity fixed throughput MIMO decoder. However, its 

performance is highly dependent on its K-parameter value, which determines how many 

nodes will be visited while traversing the tree-based search. Therefore, selecting the K value 

is a challenge. Increasing the value of K increases the decoder performance but also 

increases the complexity and vice versa. Using fixed value of the K that used in the KBSD is 

not always suitable for all the system operating conditions. Therefore, a further challenge is 

finding a suitable K that gives the best performance-complexity trade-off for every system 

condition. We propose an Adaptive K-Best Sphere Decoder (AKBSD) that changes the 

number of K-paths (number of visited nodes per level) to accommodate the varying 

environment conditions according to some criteria such as: Channel Quality Estimation 

(CQE) (e.g. channel selectivity measurement), channel matrix analysis (matrix norm and 

column norm calculations) and Signal-to-Noise power Ratio (SNR) estimation. We propose 

to add tiny pre-processes before the regular KBSD without changing the internal 

construction of the algorithm. We also propose a 2-D AKBSD that makes use of the two 
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vertical (number of traversed levels) and horizontal (number of visited nodes per level) 

dimensions of the adaptation process in the relay node to accommodate the dynamic 

conditions of cooperative networks. 

 

1.3 Thesis Objectives and Organization 

The main contributions of this thesis can be listed in the following: 

o Propose multiple AKBSD methods and apply them in DVB and cellular systems. 

o Propose a novel 2-D AKBSD and apply it in relay-assisted networks. 

o Propose a Hybrid Partial and Full Detection (HPFD) protocol for multi-hop 

networks. 

o Verify the AKBSD by implementing the Adaptive Control Unit (ACU) via Field 

Programmable Gate Array (FPGA) and Application Specific Instruction-Set 

Processors (ASIP) platforms.  

The rest of the thesis is organized as follows: Chapter 2 gives an overview of the 

current MIMO techniques, then reviews the different MIMO decoding algorithms such 

as linear, ML and SD algorithms, and finally proposes the K-Best SD. Chapter 3, 

illustrates the various methods applied on the KBSD to change the K-value adaptively, 

then it shows how we can employ the AKBSD in the DVB systems including DVB-T2 

and DVB-NGH. Chapter 4 illustrates the application of the AKBSD in cooperative and 

relay networks such as CoMP and proposes the 2-D AKBSD that makes partial detection 

in the relay nodes and finally it proposes the HPFD protocol to be utilized in multi-hop 

networks. Chapter 5 is dedicated to present the hardware implementation of the ACU 

unit via the FPGA and ASIP platforms. Finally, chapter 6 concludes this thesis and shows 

some future work that can be used to extend this work.  
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CHAPTER: 2 

REVIEW ON MIMO DETECTION TECHNIQUES  

 

MIMO Techniques are widely employed in modern wireless communication 

systems. Several setups and diverse antenna modes are developed to enable achieving 

diversity or multiplexing. However, the decoding task in the receiver side is highly 

dependent on the assumptions regarding the coding technique and the channel knowledge. 

In this chapter, we give an overview of the different MIMO techniques. An introduction to 

the most widely used MIMO decoding algorithms such as linear, ML and Sphere Decoding 

(SD) algorithms is presented. Finally, we move to the main focus of the thesis work namely, 

the K-Best SD algorithm. 

 

2.1 Introduction to MIMO Techniques 

Multiple antennas can be exploited at the transmitter and/or the receiver. 

Consequently, a number of different MIMO configurations can be used. Depending on the 

number of antennas at the transmitter/receiver, multiple antennas can be categorized as 

Single Input Single Output (SISO), Single Input Multiple Output (SIMO), Multiple Input 

Single Output (MISO) and MIMO. These different MIMO topologies offer different 

advantages and disadvantages that balance between hardware feasibility and coding design 

to provide the optimum solution for any given application [9]. 

Generally, multiple antennas, i.e. MIMO, systems introduce three type of antenna 

gains:  diversity, multiplexing and beam-forming gains. These gains can be achieved 

through investigating variety of multiple antennas schemes. The three kinds of diversity 
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schemes: Combining Schemes (CS), Space-Time Coding (STC), and Maximum Ratio 

Transmission (MRT), are mainly used to overcome channel fading and to improve the signal 

quality with or without channel knowledge at the transmitter or receiver. The spatial 

multiplexing is used to increase the data rate by transmitting multiple data streams together 

without increasing neither the bandwidth nor the transmission power. While Antenna 

beam-forming techniques are used to increase Signal-to-Interference-plus-Noise Ratio 

(SINR) by collecting the signals with different phase and amplitude coherently at the 

transmitter or the receiver. Another advantage of using beam-forming is to ease multiuser 

accesses in spatial domain and to control multiuser interference in an effective way [10]. 

Figure 2.1 shows a schematic of the different multiple antenna techniques. 

 

Figure 2.1: Multiple Antenna Techniques. 

The performance of the receive diversity does not only depend on the number of 

antennas but also on the combining methods used at the receiver side. There are four types of 

combining techniques that differ in the implementation complexity in the receiver which 

are: 

 Selection combining (SC): In this setup, the antenna branch with the largest 

instantaneous SNR is selected to receive signals at every symbol period. Since it is 

Diversity 
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difficult to measure the SNR, the SC scheme can be implemented by accumulating 

and averaging the received signal power, consisting of both signal and noise power, 

for all antenna branches, and selecting the branch with the highest output signal 

power. 

 Switch (or Switch and Stay)combining (SSC): In this setup, the receiver scans all the 

antenna branches and selects a certain branches with the SNR values higher than a 

preset threshold to receive signals. When the SNR of the selected antenna drops 

below the given threshold due to fading, the receiver restarts scanning all branches 

again and switches to other antenna branches with better SNR. 

 Maximum Ratio Combining (MRC): In this setup, multiple received replicas at all 

antenna branches are individually weighted and summed up as an output signal. 

Since the multiple replicas experience different channel fading gains, the combining 

scheme can provide diversity gains. 

 Equal Gain Combining (EGC): In this setup, instead of requiring both the amplitude 

and phase knowledge of Channel State Information (CSI), EGC simply needs phase 

information for each individual channels, and set the amplitude of the weighting 

factor on each individual antenna branch to be unity. 

On the other hand, transmit diversity techniques are developed to avoid the 

difficulty of utilizing receive diversity such as the limited antenna space available in a small 

size devices, the increased power consumption, and the implementation cost as a function of 

the required multiple components. First attempt was a delay diversity scheme, in which 

replicas of the same symbol are transmitted through multiple antennas at different time slots 

to create a virtual multipath [11]. A Maximum Likelihood Sequence Estimator (MLSE) or a 

MMSE equalizer may be employed to obtain spatial diversity gains. The STC is another 
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approach and is divided into Space-Time Trellis Codes (STTCs) [12] and Space Time Block 

Codes (STBCs) [13].  

Space time coding schemes make use of both the channel code design and multiple 

transmit antennas configurations. The encoded data is divided into Nt simultaneous streams 

transmitted using Nt transmit antennas while the received data is a linear combination of 

these streams mixed by channel effects. Space time decoders at the receiver utilize both 

diversity advantages and coding gain [10],[14]. In the STTC scheme, symbols are 

transmitted simultaneously through different antennas and then decoded using a ML decoder 

to take the advantages of the coding and diversity gains. The complexity of this scheme 

grows exponentially with the decoded streams making it impractical for real applications. 

Alamouti’s STC [15] is the first STBC to offer transmit diversity gains for a two transmit 

antennas communication system. It has been adopted in a number of wireless standards, e.g., 

3GPP LTE [16] and IEEE 802.16e [17] standards because of its simplicity and remarkable 

performance. It should be noted that sending the symbols replicas over different subcarriers 

yields a Space Frequency Block Codes (SFBC) instead of STBC. Another common scheme 

is the MRT scheme which used to achieve transmit and receive diversity gains besides 

maximizing the post-output SNR. 

In spatial multiplexing-based MIMO (SM-MIMO) systems, to achieve high data 

rate transmission, multiple data streams are simultaneously transmitted through multiple 

antennas. However, the detection at the receiver is a difficult task. The ML decoder achieves 

the best performance, but its complexity increases exponentially as the number of data 

stream and the number of transmit antennas increase. Layered Space-Time (LST) or Bell 

Laboratories Layered Space-Time (BLAST) architecture [18] is proposed to allow for 

processing multi-dimensional received signals in spatial domain. Multiple data streams are 

encoded and distributed over multiple antennas then the received signals are separated and 



9 

 

decoded by combining interference suppression or cancellation techniques with decoding 

algorithms. This gives a much lower computation complexity than the ML decoding. 

Various BLAST architectures, depending on whether error control coding is adopted or not, 

have been investigated, e.g. Horizontal BLAST (H-BLAST) [19], Diagonal BLAST 

(D-BLAST) [20], and Vertical BLAST (V-BLAST) [21]. 

Finally, Beam-forming is used to control the directions for transmitting or receiving 

signals in spatial-angular domain. By adjusting the beam-forming weights, the setting can 

direct the transmission or the reception of desired signals at a particular spatial angle or 

remove unwanted interference signals from other spatial angles [10]. The main categories 

are linear [22], conventional [23], null-steering, and optimal beam forming [10]. 

 

2.2 MIMO Detection 

Using antenna diversity techniques gives reliability to the system and increases the 

spectral efficiency but with a challenge in the signal detection. Signal detection techniques 

for MIMO systems include the simple ZF and MMSE linear signal detections and the 

exhaustive search, i.e. ML detection, and in between there are various techniques such as 

Ordered Successive Interference Cancellation (OSIC), SD and others [12]. 

2.2.1 Linear Signal Detection 

In linear signal detection, interference signals from other transmit antennas are 

minimized or set to zero in order to enable the detection of the desired signal from the target 

transmit antenna. This is done by inverting the effect of the channel (H) i.e. multiplying the 

received symbols (Y) by some weighted matrix (W)  that cancels the channel effects 

introduced to the transmitted symbols. ZF and MMSE are the two methods of the standard 

linear signal detection. 
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1) ZF Signal Detection 

The ZF technique nullifies the interference by a weight matrix: 

𝑊𝑍𝐹 = (𝐻𝐻𝐻)−1𝐻𝐻    (2.1) 

where (. )𝐻denotes the Hermitian transpose operation and the estimated symbols are found 

by: 

X̂ = WZFY =  X + (HHH)
−1

HH N   (2.2) 

where 𝑁 is the noise term added to the transmitted signal.  

2) MMSE Signal Detection 

The MMSE method maximizes the post-detection SINR, by using a weight matrix: 

WMMSE = (HHH + α2I)−1HH    (2.3) 

The MMSE receiver requires the knowledge of the statistical information of the noise α2. 

The estimated symbols are found by: 

X̂ = WMMSEY =  X + (HHH + α2I)
−1

HH N     (2.4) 

2.2.2 ML Signal Detection 

Maximum Likelihood detection calculates the Euclidean distance between the 

received signal vector and all possible transmitted signal vectors with the given channel H. 

By selecting the possible symbol corresponding to the minimum distance, the most probable 

sent signal is obtained. For a ℂ set of signal constellation symbol points and Nt transmitting 

antennas, the estimate of the transmitted signal vector X using ML method is: 

𝑋̂ = arg minX ⋲ℂ  ‖Y − 𝐇X‖2    (2.5) 

where ‖𝑌 − 𝑯𝑋‖2  corresponds the ML metric. The ML method achieves the optimal 

performance as the Maximum A Posteriori (MAP) detection when all the transmitted vectors 

are equally likely. However, due to the exhaustive search of all possible points, the 
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complexity of the ML method increases exponentially as the modulation order and/or the 

number of transmit antennas increases. 

2.2.3 Sphere Detection 

Sphere Detection/Decoding searches for the ML solution over a smaller 

constellation set around the received vector to reduce the computational complexity of the 

exhaustive search. This area takes the hyper sphere shape. However, the sphere radius 

defines the SD complexity order.  If the chosen radius is large enough to contain more the 

constellation points then SD tends to the original ML solution achieving good performance 

at increased complexity penalty and vice versa.  

Considering an  𝑁 ×  𝑀  MIMO system, the received signal is given by         

𝑌 = 𝑯𝑋 + 𝑁 where 𝑌 ∈  ℂ𝑀 is the received M-dimensional complex vector, X ∈  ℂ𝑁 is 

the transmitted N-dimensional complex vector with elements having integer real and 

imaginary parts, 𝑯 ∈  ℂ𝑀×𝑁 is the MIMO channel matrix and 𝑁 ∈  ℂ𝑀  is the Additive 

White Gaussian Noise (AWGN) vector. The ML decoding defined in (2.5) is an exhaustive 

search which is impractical in most of the systems. On the other hand, the SD considers only 

the vectors inside a sphere with radius RSD with upper limit of [12]: 

arg minX ⋲ℂ  ‖Y − 𝐇X‖2 ≤ RSD
2      (2.6) 

 SD converts the underlying complex system into an equivalent real one as: 

[
Re*Y+
Im*Y+

] =  [
Re*𝐇+
Im*𝐇+

−Im*𝐇+
  Re*𝐇+

] [
Re*X+
Im*X+

] + [
Re*N+
Im*N+

]     (2.7) 

where Re{.}, Im{.} represents the real and imaginary parts respectively. The equivalent 

system is written as 𝑌̅ = 𝑯̅𝑋̅ + 𝑁̅ .  
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Using QR decomposition, 𝑯̅ =   , where R is an upper triangle matrix with 

positive diagonal elements, Q is an orthogonal matrix and 𝑌 ̃ =   𝐻𝑌̅. The system can 

now be written as: 

arg minX̅⋲ℂ  ‖Y ̃ −  X̅‖
2

≤ RSD
2   (2.8) 

and   ‖Y ̃ −  ̅X̅‖
2

= ∑  (X̅ 
2  )  ≤ RSD

22  
  1   (2.9) 

where  (𝑋̅ 
2𝑁 )  is the squared Partial Euclidian Distance (PED) of 𝑋̅ 

2𝑁𝑡  (symbols 

ordered from i to 2Nt) and is calculated recursively by [12]: 

 (X̅ 
2  ) =  (X̅ +1

2  ) + |Y ̃ − ∑ R kX̅k
2  
k  |

2
   (2.10) 

where Rik is the (i,k)
th

 element of R and i= 2Nt, ... ,1 

For a 2×1 complex MISO system using square Quadrature Amplitude Modulation 

(QAM) and applying SFBC, the equivalent channel takes the form: 

H=[
𝐻11 −𝐻21

𝐻22
∗ 𝐻12

∗ ].   (2.11) 

The complex system model is represented as: 

[
𝑌1𝑅 +  𝑗𝑌1𝐼

𝑌2𝑅
∗ +  𝑗𝑌2𝐼

∗ ] =  [
𝐻11𝑅 +  𝑗𝐻11𝐼 −𝐻21𝑅 − 𝑗𝐻21𝐼

𝐻22𝑅
∗ +  𝑗𝐻22𝐼

∗ 𝐻12𝑅
∗ +  𝑗𝐻12𝐼

∗ ] [
𝑋1𝑅 +  𝑗𝑋1𝐼

𝑋2𝑅
∗ +  𝑗𝑋2𝐼

∗ ] + [
𝑁1𝑅 +  𝑗𝑁1𝐼

𝑁2𝑅
∗ +  𝑗𝑁2𝐼

∗ ]  (2.12) 

The underlying complex system in (2.12) is converted into an equivalent real one 

presented in (2.7) as: 

[

𝑌1𝑅

𝑌2𝑅
∗

𝑌1𝐼

𝑌2𝐼
∗

] =  [

𝐻11𝑅 −𝐻21𝑅

𝐻22𝑅
∗ 𝐻12𝑅

∗
 −𝐻11𝐼 𝐻21𝐼

 −𝐻22𝐼
∗ −𝐻12𝐼

∗

𝐻11𝐼 −𝐻21𝐼

𝐻22𝐼
∗ 𝐻12𝐼

∗
𝐻11𝑅 −𝐻21𝑅

𝐻22𝑅
∗ 𝐻12𝑅

∗

] [

𝑋1𝑅

𝑋2𝑅
∗

𝑋1𝐼

𝑋2𝐼
∗

] + [

𝑁1𝑅

𝑁2𝑅
∗

𝑁1𝐼

𝑁2𝐼
∗

]  (2.13) 

with the equivalent system 𝑌̅ = 𝑯̅𝑋̅ + 𝑁̅ . The SD considers only the vectors inside a 
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sphere with radius RSD with upper limit of (2.6). Simplifying (2.6) by performing QR 

decomposition of the complex channel H=QR, we get [12]: 

‖𝑅(𝑋̅ − 𝑋̂̅)‖
2

≤ 𝑅SD
2     (2.14) 

where 𝑋̂̅ represents the ZF solution and the constraint becomes: 

‖𝑅.𝑋̅ − 𝑋̂̅/‖
2

= 
‖
‖
[

𝑅11 𝑅12

0   𝑅22

𝑅13 𝑅14

𝑅23 𝑅24

0     0 
0    0

𝑅33 𝑅34

    0 𝑅44

]

[
 
 
 
 𝑋̅1 − 𝑋̂̅1

𝑋̅2 − 𝑋̂̅2

𝑋̅3 − 𝑋̂̅3

𝑋̅4 − 𝑋̂̅4]
 
 
 
 

‖
‖

2

 

= |𝑅44.𝑋̅4 − 𝑋̂̅4/|
2

+ |𝑅33.𝑋̅3 − 𝑋̂̅3/ + 𝑅34.𝑋̅4 − 𝑋̂̅4/|
2

 

+ |𝑅22.𝑋̅2 − 𝑋̂̅2/ + 𝑅23.𝑋̅3 − 𝑋̂̅3/ + 𝑅24.𝑋̅4 − 𝑋̂̅4/|
2

 

+ |𝑅11.𝑋̅1 − 𝑋̂̅1/ + 𝑅12.𝑋̅2 − 𝑋̂̅2/ + 𝑅13.𝑋̅3 − 𝑋̂̅3/ + 𝑅14.𝑋̅4 − 𝑋̂̅4/)|
2

 ≤ 𝑅SD
2 (2.15) 

Solving the upper triangular matrix from bottom to top, we can find the candidate 

selections for 𝑋̂̅ , 𝑖 = 4 − 𝑠 + 1 in four repetitive steps 𝑠 =1,2,3 and 4. 

SD search method is generally represented as a tree search.  Two main commonly 

used search strategies are used.  The first is Fincke–Pohst (FP) [24] is based on breadth first 

search in the forward direction only. On the other hand, Scnorr-Euchner (SE) [25] is a depth 

first algorithm permitting forward and backward search [26]. 

 

2.3 K-Best Sphere Decoder 

The K-Best SD [26] is based on the FP method that processes the tree search in 

the forward direction only. The K-Best SD follows the steps in Fig. 2.2 in the decoding 
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process. The main advantage of the K-Best SD is its fixed throughput which enables 

parallel and pipelined implementation [25]. 

 

Figure 2.2: K-Best SD decoding steps. 

The most effective step in the KBSD decoding process is selecting the K-Best 

paths while traversing the tree. Choosing the best K value is a challenge as increasing the 

K value means processing more tree branches and although this gives better performance, 

it consumes more computations and hence increases the complexity. On the other hand, 

selecting a small value of K gives lower computations and results in lower complexity 

decoding but in the price of degradation of the decoder performance. Moreover, selecting a 

fixed K value is not the optimum solution as there are many parameters that change in the 

communication system specially channel variations, and a fixed value is not the 

appropriate one for all the conditions. This leads to the importance of emerging various 

ways to adapt the K value depending on some criteria that affect the communication 

system. The most important criteria are the channel variations and received SNR levels. 



15 

 

Most of the K value adaptation in previous work e.g. [27]-[33] changes the number of 

K-Best paths during the entire tree search i.e. while calculating the PEDs of each visited 

node. Other adaptations were performed using some kinds of channel matrix analysis e.g. 

[34].  

In this thesis, We address the case of varying channel conditions which renders 

the simple zero-forcing receiver for the Alamouti based transmission or the golden code 

transmission suboptimal. We propose employing a modified sphere decoder that relies on 

adapting the number of paths in the search of the KBSD. We offer to adaptively estimate a 

suitable number of K-paths depending on the channel state and to search only this number 

of branches to save more processing operations while traversing the tree. The achieved 

reduction in the complexity of the decoder makes it more suitable for hardware 

implementations. We propose an AKBSD that changes the number of K-paths according to 

the criteria of channel quality estimation, channel matrix analysis and SNR estimation. 

 

2.4 Summary 

This chapter is dedicated to present an overview of the different MIMO 

techniques through reviewing the three main categories diversity, spatial multiplexing and 

beam forming. Following this, the different MIMO decoding algorithms such as the linear 

ZF and MMSE, the ML and the SD algorithms are reviewed. We have focused on the 

Sphere decoding detailed operation, more specifically the K-Best sphere decoder. The 

effects of the K branch search are reviewed. This inherent effect of the choice of the K 

values provided us with the idea for adapting the number of different branches visited 

according to the channel conditions. In the next chapter, we illustrate the various methods 

applied on the KBSD then show how we can utilize the AKBSD in DVB systems. 
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CHAPTER: 3 

ADAPTIVE K-BEST SPHERE DECODER AND ITS 

APPLICATION IN DVB SYSTEMS 

 

 

Changing the number of the K paths that the KBSD processes while detecting the 

transmitted symbols has a considerable effect on the decoder complexity. This change should be 

done adaptively depending on the current situation of the communication system i.e. modulation 

scheme, data rate, channel quality … etc. Most of the communication system parameters are 

fixed over long blocks of data transmission. However, major changes occur rapidly and 

randomly in the wireless channel. Therefore, estimating the channel quality is the criteria that 

should be taken into consideration while adapting the K paths while processing the tree search of 

the KBSD. In this chapter, we propose various methods to estimate the channel quality and 

apply them on the regular KBSD then we show how the AKBSD can be employed in DVB 

systems. 

 

3.1 Adaptive K-Best Sphere Decoder 

To provide a good trade-off between the performance and complexity, the 

proposed AKBSD methods determine the value of the feasible number of branches K by 

defining sub-optimum K value for different channel states. 

3.1.1 Matrix Norm method (M1) 

 Assuming a known CSI at the receiver, we calculate the channel matrix norm as: 

  = ‖𝐇 ‖2 𝑖 = 1 2  𝑁  2   (3.1) 
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where Hi  is the channel matrix corresponding to the i
th

 pair of the payload cells Nc. If the 

channel is ideal in the 2×1 SFBC case, i.e. H=0
1 −1
1 1

1 (see (2.11)), its norm equals 

      = ‖0
1 −1
1 1

1‖
2

= 1.4142, then we take this value as a reference and calculate the 

deviation of the calculated channel matrix norm mi to indicate the state of the current 

channel, and if mi lies between a threshold value (δ) around the ideal value (e.g. 0.4 below 

and above mideal i.e. mth1 = 1.0142 and mth2 = 1.8142), we assign a small value K1 and if it 

lies outside the defined threshold region, a higher K2 value is assigned and passed to the 

K-Best SD as illustrated in Fig. 3.1 (a). The threshold value was empirically defined based 

on a numerical analysis to select the optimum trade-off between the complexity and 

performance as shown in Fig. 3.2. Normalized values of average number of visited nodes 

during the tree search as a measure of complexity were plotted against SNR values for a 

system target BER of 6.3×10
-5

.  

 

Figure 3.1: Assigning K-values for (a) Matrix Norm method and (b) Column Norm method. 
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We assume hard decoding in our system, i.e. no channel coding was implemented 

in this stage, as a measure of the system performance at different δ values, the superior 

value of δ is 0.4 which gives the best trade-off between the complexity and performance 

with a loss of performance of only 1×10
-4

. 

 

Figure 3.2: Complexity-Performance analysis at different threshold δ values to select the best δ 

which gives the best trade-off between the complexity and performance. 

3.1.2 Column Norm method (M2) 

 In this method, instead of using the channel matrix norm, we employ the columns 

norm: 

  = ‖𝐻 ‖2
 𝑗 = 1 2 . . 𝑁t    (3.2) 

where Hj is the j
th 

column vector of the channel Hi and Nt is the number of transmitting 

antennas. Using the column norm enables us to adapt the K-value over the two transmitted 

symbols (in case of 2×1 MISO) within the pair of the payload cells rather than a fixed K 

over each pair of cells based on the fact that Hj column vector affects only the 

corresponding Xj transmitted symbol. Therefore, it provides an extra degree of adaptation. 

The two column norms m1 and m2 are used as indicators of the strength of their equivalent 

received signals X1 and X2 and hence the channel state affecting them and therefore can be 

used to define a suitable K value for the current tree level (as shown in Fig. 3.1 (b)) by the 
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same way described above where a mj value within the threshold region gives a small K 

because of small deviation from the ideal norm value and vice versa. It is worth noting that 

other publications addressed the usage of the column norm such as in [34]. However, the 

method in [34] rearrange the channel used in the decoding process and modifies the 

complete decoding of the K-Best method by determining the signals detection order 

according to the distribution of the used number of points per level. On the other hand, the 

proposed method does not change the internal structure of the decoder, we introduce a 

preprocessing operation that involves calculating only the two norms and according to 

their values we define a sub-optimum K that gives a lower complexity with good 

performance in an adaptive way. 

3.1.3 CQE based method (M3) 

In this third proposed modified K-Best method, a possible selection criterion is 

chosen based on the channel quality. Assuming a known CSI at the receiver, and 

performing a CQE by making use of the Channel Response (CR) [35], we can measure the 

selectivity of the channel as follows: 

 For two consecutive channel coefficients H1 and H2 in the frequency domain, we 

measure the channel selectivity by defining C parameter as the ratio between the 

two coefficients 
|𝐻 | 

|𝐻 | 
. 

 If C > threshold value Γ, the channel is most likely a high frequency selective 

channel and if C < Γ, the channel is somehow a frequency selective while if 

|𝐻1|
2 = |𝐻2|

2 the channel is non-frequency selective. 

 If C > Γ, we can enter Mode 1 of adaptation by defining small value of K and vice 

versa at C < Γ where Mode 2 that defines a higher K is activated. 
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 For the 2×1 varying channel matrix in SFBC MISO environment, as defined in 

(2.11), we have two varying channels for the two transmitting antennas therefore we have 

two C parameters and to enclose the C values within the range [0,1], the two C parameters 

are calculated as: 

 1 = 
    (𝐻         𝐻     )

  𝑥 (𝐻         𝐻     )
    2 = 

    (𝐻         𝐻     )

  𝑥 (𝐻         𝐻     )
     (3.3) 

where Hi,j is the channel coefficient for the i
th 

transmit antenna at the j
th

 payload cell. 

Therefore, we have four different modes as described in table 3.1. Modes 2 and 3 are 

merged together and use one value of K2 as they have similar effect, meaning that one C 

parameters is greater than Γ and the other is lower. 

Table 3.1: Different Adaptation Modes of operation 

Mode # Conditions Actual K 

Mode 1 C1 >Γ & C2 >Γ K1 

Mode 2 C1 <Γ & C2 >Γ 

K2 

Mode 3 C1 >Γ & C2 <Γ 

Mode 4 C1 <Γ & C2 <Γ K3 

For example, Mode 1 uses small values of K, i.e. K1, to search the tree using it and 

is activated when the two C parameters are greater than Γ. Noting that Γ value is chosen 

based on a numerical analysis such that done for the δ value in Fig. 3.2 to select the 

superior value that gives the best trade-off between the complexity and the performance. 

Meaning that Mode 1 is activated if the difference between two adjacent coefficients Hj, 

Hj+1 in the two channels are very small or even they are with equal values meaning that 

both channels are facing a very small or even no frequency selectivity. While if there is big 

difference between Hj, Hj+1 in one channel, then this channel is somehow a frequency 
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selective one and Mode 2 or Mode 3 is activated where an intermediate value of K (K2) is 

chosen for the tree search process and so on.  

3.1.4 Estimated SNR method (M4) 

In this method, the K-value is assigned according to the SNR value calculated by: 

SNR= 
𝐸𝑠

𝜎  ‖𝑾𝒛𝒇‖
     (3.4) 

where 𝜎2  is the statistical information of noise and Wzf  = (H
H
H)

-1 
H

H
 and Es is the 

transmitted signal energy. We divide the SNR asymptote into regions and each region uses a 

suitable K that passed to the KBSD to work on as shown in Fig. 3.3. In low SNR, KBSD with 

different K-values (i.e. 2,6,16,85) have a near BER values and so we need only small value 

of K to save the excessive complexity while in high SNR we need higher K-values to 

approach ML performance as lower K-values (2,6,16) BER is far from the ML BER value. 

 

Figure 3.3: Assigning different K-values for SNR Regions. 

For instance, in the low SNR region in Fig. 3.3, the best selected K-value is K=2 
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which provides the lowest complexity among all tested K-values while exhibiting a loss in 

the BER performance of less than 2×10
-3

 at the higher bound of this region (which extends 

till SNR= 10 dB), while in the mid SNR region (SNR= 10 to 20 dB), the best K-value is 6 

and so on. In this method we need the knowledge of the statistical information of the noise to 

include its effect in the adaptation process as shown in (3.4). Also calculating the weight Wzf 

is required, however if these data are available, a low complexity decoding is obtained. 

One advantage of the proposed methods (M1-M4) is the flexibility to switch 

between different values of K and giving the option of employing the original K-Best 

algorithm if the computational resources are available in the decoder. Thus, the proposed 

methods are suitable for implementation on flexible engines like the ASIP platform.  

 

3.2 DVB-T2 Application 

DVB-T2, the second-generation terrestrial transmission system for digital 

television broadcasting, builds on some technologies used in the previous generation DVB-T. 

DVB-T2 extends most of the parameters ranges of DVB-T and reduces the overhead to 

achieve better transmission capacity than its predecessor providing a capacity increase of at 

least 30% over the existing standard and enable a flexible and configurable robustness for 

each transmitted service [36]-[39]. 

To increase the system performance, five key technologies were used in the DVB-T2 as 

[40]: 

1- Error Protection Coding: Combining LDPC codes with BCH codes to achieve high 

performance with a target BER in the order of 10
–10

 for a 5 Mbps service. 

2- Scheduling: In order to offer service-specific robustness and optimize time-interleaving 

memory requirements, the DVB-T2 system can be described as a set of fully transparent 
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Physical Layer Pipes (PLPs), each one performing independent mode adaptation, 

Forward Error Correction (FEC) encoding, bitmapping onto constellation points (cells), 

and time interleaving. 

3- Modulation Techniques:  

 Extend the range for payload data to 256-QAM which offers increased throughput 

compared to a maximum of 64-QAM in DVB-T. 

 Including rotated constellation as an optional feature. 

4- Synchronization and Channel Estimation: Including particular design solutions to ease 

the time and frequency synchronization of the receiver such as P1 and P2 symbols 

[36],[37] and defining conventional Scattered Pilot (SP) sequences that modulate a set of 

equally spaced subcarriers. One novelty introduced by DVB-T2 is that it supports eight 

different SP patterns with pilot reference sequence.  

5- Multiple-Antenna Techniques: Providing efficient means to exploit the presence of 

multiple transmitters i.e. obtain a distributed MISO system where the data on the two 

transmitters are not identical but closely related, avoiding destructive interference. 

MISO Processing in DVB-T2 

MISO processing is defined in the DVB-T2 standard [37] as an optional part of the 

OFDM generation block in the generic DVB-T2 system model as shown in Fig. 3.4. It is 

introduced to enhance the diversity by generating a second set of the transmitted signal to be 

sent over the second antenna element. MISO encoding process is done on pairs of OFDM 

payload cells
1
by taking the input data cells and produce two similar/correlated sets of data 

cells at the output to be directed to the two groups of transmitters as shown in Fig. 3.5.      

                                                   

1 Payload cells or data cells are the data symbols needed to be transmitted and are known as payload cells as they can 

carry any combination of video, audio and other data services. 
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A modified Alamouti encoding, with a codeword equals the transpose of the original 

Alamouti codeword (for backwards compatibility) is used to produce the two sets of data 

cells as: 

X = [
𝑋1 𝑋2

−𝑋2
∗ 𝑋1

∗]    (3.5) 

 

Figure 3.4: Generic DVB-T2 block diagram (top) including MISO processing block in the OFDM 

generation part (bottom) [37]. 

The rows represent the data carriers not the time intervals as in STBC. The 

transmitter in MISO group 1 remains unmodified regarding frequency order or arithmetic 

operations, while the transmitter group 2 performs pairwise modification according to the 

above codeword [36].  

The received pair of cells is given by: 

Y1 =  H11X1   − H21X2
∗   +  N1 

and      Y2 =  H12X2   + H22X1
∗   +  N2        (3.6) 

  

where N1 and N2 are AWGN noise and Hij is the channel coefficient for i
th

 transmit antenna at 

the j
th

 payload cell. Simplifying the above equation by taking the complex conjugate of the 

second received signal and putting it in a matrix form (𝑌 = 𝑯 𝑋 + 𝑁), we have:  
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[
𝑌1

𝑌2
∗] =  [

𝐻11 −𝐻21

𝐻22
∗ 𝐻12

∗ ] [
𝑋1

𝑋2
∗] + [

𝑁1

𝑁2
∗]     (3.7) 

 The various methods (M1-M4) of the AKBSD can be used to detect the 

transmitted symbols. 

 

Figure 3.5: MISO Encoding Processing [37]. 

AKBSD in DVB-T2 system 

Monte Carlo simulations were run for the 2×1 SFBC MISO system using 

256-QAM modulation scheme that the DVB-T2 included recently over a frequency 

selective Rayleigh fading channel with perfect CSI at the receiver. BER curves, 

normalized execution time and number of Visited Nodes (VN), for different K-values 

(K=4 and 64) were plotted against the ZF, ML and the AKBSD decoding methods (M1, 

M2, M3 and M4) to measure the performance and the complexity of each system.  

It is important to note that the node computation complexity increases by going 

from one level to a bottom one during the tree traversal [41], as can be deduced from 

(2.14) due to the existence of the upper triangle matrix R, but the adaptation methods 

above (M1-M4) makes changes in a preprocess stage to select an instantaneous suitable 

K-value to the current system conditions and this value become fixed while processing the 
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tree levels as same as the fixed K-value KBSD, so we can use the average number of VN 

as a measure of complexity.  

Applying the AKBSD methods (with threshold values δ = 0.4 for M1 and M2 and 

Γ=0.82 for M3 and SNR regions bounds of 12, 24 dB for M4) shows performance 

enhancement over the ZF linear method and approaching the higher K-value KBSD and 

the ML BER as shown in Fig. 3.6 with acceptable increase in complexity over the ZF and 

significant complexity reduction below ML as shown in Figs. 3.7 and 3.8. 

 

Figure 3.6: BER simulation results of different AKBSD methods over 2×1 MISO-SFBC with 

256-QAM modulation scheme. 

Figure 3.7 shows the curves for complexity measurement in the terms of the 

execution times of ZF, KBSD with fixed K-values and the AKBSD methods normalized to 

the ML execution time (which takes the value of one and not shown in Fig. 3.7). The 

average number of VN is another complexity measurement and is shown in Fig. 3.8. 

Exhaustive search, i.e. ML, visits 17092 nodes during decoding while the numbers of VN 

for the AKBSD methods are much smaller as can be seen from Fig. 3.8. The various 
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AKBSD methods M1, M2 and M3 give a complexity reduction between 19% and 31% over 

regular KBSD that uses K=64 while M4 gives a varying complexity reduction between 9% 

and 70% depending on the SNR region. 

 

Figure 3.7: Complexity measurement in terms of normalized execution time (to ML time) for 

AKBSD methods versus ZF and different K-SD decoding methods. 

 

Figure 3.8: Complexity measurement in terms of number of visited nodes for AKBSD methods 

versus different K-SD decoding methods. 

To fairly compare the four proposed AKBSD methods M1-M4, we need to define: 
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1. A working SNR. 

2. A proposed comparison parameter called reliability η which gives the best 

performance-complexity trade-off (i.e. minimize both BER and VN) as:  

   =  1 ( ER ∗  N)    (3.8) 

The comparison is done over four SNR values of 12, 20, 28 and 36 dB as shown in  Fig. 

3.9; noting that all values are normalized to M1 corresponding values. We can conclude 

that comparison as: 

o M1 reliability is higher than M2 but both still lower than M3 and M4. 

o M3 has the superior performance (i.e. lower BER) ever, which mean it is the best 

method that approaches the ML performance. 

o M4 has very low complexity in lower SNR regions (12, 20 dB) but the highest 

complexity in higher SNR ones (28, 36 dB); noting that increasing the K in low 

SNR does not increase the performance gain with a big value as shown in Fig. 3.6. 

Then a good way to reduce the complexity is using the lowest K in small SNR and 

that is exactly what M4 does making use of the knowledge of SNR. 

o M3 and M4 reliabilities are alternating in lower and higher SNR because of the lower 

complexity of M4 in lower SNR; however the M3 performance is always the better. 

Using the information provided by the defined reliability parameter, we can 

conclude that M3 and M4 are the most feasible methods. The reliability values obtained from 

M3, i.e. η (M3), increase proportionally with SNR increase while η (M4) is inversely 

proportional with SNR and they have an equal η at SNR of about 26 dB, and hence M3 is 

preferable at working SNR greater than 26 dB while M4 is preferable at working SNR lower 

than 26 dB. Moreover, the receiver can select M3 or M4 as a decoding method depending on 

the system target SNR. 
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Figure 3.9: AKBSD methods comparison at target SNRs of 12, 20, 28 and 36 dB. 

 

3.3 Adaptive K-Best List Sphere Decoder 

To be applicable in iterative receivers, we applied the proposed adaptive methods 

(M1-M4) on the soft version of the KBSD which is known as K-Best List Sphere Decoder 

(KB-LSD) that exchanges its soft output values with the Low Density Parity Check (LDPC) 

decoder as shown in Fig. 3.10 to reach near optimal soft output MAP detection with reduced 

complexity. The ACU is the unit that performs one of the methods (M1-M4) and adapts the 

number of K-paths chosen by the KB-LSD as well as the iterations number of the LDPC 

decoder and the iterations number of the outer-loop of the iterative receiver as well. 

Adapting iterations number prevents excessive computations and reduces the iterative 

receiver complexity. 
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Figure 3.10: MISO-BICM iterative receiver. 

The block diagram of the KB-LSD is shown in Fig. 3.11 where four main functions 

are performed, the first is the QR decomposition of the channel matrix, then the tree search is 

performed to output a list of the candidates symbols that contains the solution within it, then 

these symbols are demodulated to get their equivalent individual bits and finally these bits 

are used to get the Log-Likelihood Ratios (LLR) values that exchanged with the LDPC 

decoder. Using the KB-LSD algorithm in [42] and modifying it to use the MAP of each 

transmitted symbol as a cost function of each child in the tree.  

 

Figure 3.11: KB-LSD structure. 

The modified algorithm can be described as follows: 

Preprocessing: 

Input: Q, R,𝑦̅, RSD, K,M(modulation used, M-QAM) 

Calculate: 𝑦 ̃ 
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2.Creating new partial Candidate set: Progressing from layer i+1 to layer i, and denoting 

the partial candidate set at parent layer as 𝑥̅ +1
2𝑁  : 

2.1 Select child nodes𝑥̅ with given RSD. 

2.2Calculate the corresponding PEDs  (𝑥̅ 
2𝑁 ) 

2.3. Store the new partial candidates and their PEDs to a temporary stack memory. 

3.Calculate the LLR of the transmitted bits over symbol 𝑥̅ . 

4.The new partial Euclidean distance𝑃𝐸𝐷 
  𝑤 is used to sort the partial candidates in 

ascending order. 

5.Store the first K candidates and their bits’ LLR to the final list stack memory. 

6.Iteration: Iterate steps 2-5. If the iterations reach the leaf nodes partial candidate set, 

stop the algorithm and output the LLR values.  

The KB-LSD LLR output of the k
th

 transmitted bit is calculated as: 

𝐿(𝑢𝑘) = min
𝑥̅∈ℒ𝑘 − 

*𝑃𝐸𝐷 
  𝑤+ − min

𝑥̅∈ℒ𝑘   

*𝑃𝐸𝐷 
  𝑤+   (3.9) 

where the k bit is carried by the i
th 

symbol. 𝑃𝐸𝐷 
  𝑤 is the PED of the vector contains all 

symbols from i to 2Nt and it is calculated at the i
th

 tree level.  

MAP-based KB-LSD 

The LLR of k
th

 coded bit 𝑢𝑘  using MAP detection of LSD with Max-Log 

approximation is calculated by [43]:  

𝐿(𝑢𝑘) =  𝑎𝑥
𝑥̅∈ℒ𝑘   

{−
1

2𝜎2
‖𝑦 ̃ − 𝑅𝑥̅‖2 + 0.5𝑢̅𝑇𝐿̅𝐴} 

− 𝑎𝑥𝑥̅∈ℒ𝑘 − 
*−

1

2𝜎 
‖𝑦 ̃ − 𝑅𝑥̅‖2 + 0.5𝑢̅𝑇𝐿̅𝐴+     (3.10) 

where 𝑢̅ is a vector contains the bits transmitted at this time slot, 𝐿̅𝐴 is the vector contains a 

prior LLR of this time slot’s bits (calculated using LDPC output in the previous iteration), 

ℒ𝑘 ±1 is the set of possible transmitted vectors contain ±1 at the k
th

 position. A new PED is 
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used to increase the confidence of including the maximization process into the list. 

Equation (3.10) can be modified by adding 0.5𝟏𝑇𝐿̅𝐴 to both maximization functions 

as: 

𝐿(𝑢𝑘) =  𝑎𝑥
𝑥̅∈ℒ𝑘   

{−
1

2𝜎2
‖𝑦 ̃ − 𝑅𝑥̅‖2 + 0.5𝑢̅𝑇𝐿̅𝐴 + 0.5𝟏𝑇𝐿̅𝐴} 

− 𝑎𝑥𝑥̅∈ℒ𝑘 − 
*−

1

2𝜎 
‖𝑦 ̃ − 𝑅𝑥̅‖2 + 0.5𝑢̅𝑇𝐿̅𝐴 + 0.5𝟏𝑇𝐿̅𝐴+   (3.11) 

The term 0.5𝑢̅𝑇𝐿̅𝐴 + 0.5𝟏𝑇𝐿̅𝐴 is equivalent to 𝜸𝑇𝐿̅𝐴 where 𝜸𝒙̅ = 0.5(𝑢̅ + 1), in other 

words 𝜸𝒙̅(𝑘) = 1 where 𝒖𝒌 = 1 and zero otherwise. 

𝐿(𝑢𝑘) =  𝑎𝑥
𝑥̅∈ℒ𝑘   

{−
1

2𝜎2
‖𝑦 ̃ − 𝑅𝑥̅‖2 + 𝜸𝒙̅

𝑇𝐿̅𝐴} 

− 𝑎𝑥𝑥̅∈ℒ𝑘 − 
*−

1

2𝜎 
‖𝑦 ̃ − 𝑅𝑥̅‖2 + 𝜸𝒙̅

𝑇𝐿̅𝐴+     (3.12) 

By replacing  𝑎𝑥 (−𝑎) with − 𝑖𝑛 (𝑎), we can rewrite (3.12) as: 

𝐿(𝑢𝑘) =  𝑖𝑛𝑥̅∈ℒ𝑘 − 
*

1

2𝜎 
‖𝑦 ̃ − 𝑅𝑥̅‖2 − 𝜸𝒙̅

𝑇𝐿̅𝐴+ −  𝑖𝑛𝑥̅∈ℒ𝑘   
*

1

2𝜎 
‖𝑦 ̃ − 𝑅𝑥̅‖2 − 𝜸𝒙̅

𝑇𝐿̅𝐴+

 (3.13) 

By defining the modified PED of each leaf child as: 

 𝑃𝐸𝐷1
  𝑤 =

1

2𝜎 
‖𝑦 ̃ − 𝑅𝑥̅‖2 − 𝜸𝒙̅

𝑇𝐿̅𝐴             (3.14) 

and we can rewrite (3.13) as: 

𝐿(𝑢𝑘) = min
𝑥̅∈ℒ𝑘 − 

*𝑃𝐸𝐷1
  𝑤+ − min

𝑥̅∈ℒ𝑘   

*𝑃𝐸𝐷1
  𝑤+                 (3.15) 

and 

𝑃𝐸𝐷1
  𝑤 = ∑ 0

1

2𝜎 |𝑦 ̃ − ∑ 𝑟 𝑔𝑥̅𝑔
2𝑁 
𝑔  |

2
− ∑ 𝐿𝐴(𝑢 ) 𝜖 𝑣𝑖  

12𝑁 
  1     (3.16) 

where 𝑣  1  is the set of ones’ indices into symbol 𝑥̅ . 𝑃𝐸𝐷1
  𝑤  can be calculated 

sequentially at each child in level i (like PED) as:  

𝑃𝐸𝐷 
  𝑤 = 𝑃𝐸𝐷 +1

  𝑤 +
1

2𝜎 |𝑦 ̃ − ∑ 𝑟  𝑥̅ 
2𝑁 
   |

2
− ∑ 𝐿𝐴(𝑢 ) 𝜖 𝑣𝑖  

    (3.17) 

We can approximate (3.14) to (3.9) to avoid storing all visited nodes (step 3 in the 
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algorithm); simulation results gives nearly no error with this approximation. 𝐿(𝑢𝑘) is the 

output of LSD which is used to calculate the a prior LLR of the LDPC decoder or present 

iteration (this forms the outer iteration). 

The SFBC MISO-BICM system shown in Fig. 3.10 is simulated using the 

following DVB-T2 parameters:  

 2×1 MISO system  LDPC block Length: 64800 bits 

 K1, K2, K3 = 2, 6, 12  Constellation size: 16, 64-QAM 

 LDPC code rate =1/2  I1, I2, I3 = 10, 30, 45  

The simulations have been carried over a Rayleigh channel with perfect CSI at the 

receiver. Figure 3.12 shows the BER of different number of K-Best values and the 

adaptive K-best LSD (AK1, AK2 and AK3) plotted after fixed four outer iterations between 

the MISO detector and the LDPC decoder.  

 

Figure 3.12: BER of adaptive KB-LSD after 16-QAM (left) and 64-QAM (right) modulation 

scheme. 
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The results show that the three adaptive KB-LSD gives different performance that 

approaches the highest K value (K=12) in both 16-QAM and 64-QAM modulation 

schemes. 

The complexity of the system is measured in terms of the number of visited nodes.   

Table 3.2 shows that the three adaptive KB-LSD visits less nodes than the KB-LSD with 

K=12 and hence it gives a lower complexity with good performance. The third adaptive 

KB-LSD (AK3) for example gives a complexity reduction of 14.3% and 18.5% over the 

K=12 KB-LSD in the 16-QAM and the 64-QAM respectively.  

TABLE 3.2:  NUMBER OF VISITED NODES 

KB-LSD 16-QAM 64-QAM 

K=2 103 224 

K=12 287 1056 

AK1 330 967 

AK2 239 688 

AK3 256 862 

 

3.4 DVB-NGH Application 

The  DVB-NGH  specifies a transmission system which is designed for carrying  

transport  streams  feeding  linear  and  non-linear  applications such as television, 

radio and data services. It is the DVB standard specially proposed for the second generation 

mobile broadcasting standard. DVB-NGH uses rate 2 MIMO transmission to improve 

robustness of the transmitted signal (by spatial diversity) and to achieve increased data rates 

(by spatial multiplexing). It identifies MIMO techniques as one of its key technologies 
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which include 2×2 preferred antenna solution and Golden Codes as a STBC. Golden Codes 

[44] are Full Rate Full Diversity (FRFD) codes but has a main drawback of large decoding 

complexity. DVB-NGH standard proposes four different structures of the transmitter 

networks namely as Base profile which includes terrestrial transmission with single and 

multi-antenna structures that requires only one antenna and tuner at the receiver side. The 

second is MIMO profile which includes terrestrial transmission with multi-antenna 

structures at both ends where the terminals need to include two tuners to be suitable for this 

profile. The third is Hybrid profile which includes a collection of terrestrial and satellite 

transmissions that requires only a single tuner at the receiver side. Finally, the Hybrid MIMO 

profile which includes a collection of terrestrial and satellite transmissions that requires 

double antenna and tuners at the receiver side [45]. In this section, we focus on the MIMO 

profile with double antennas at both the base station and the receiver side i.e. 2×2 MIMO 

system using Golden codes as the SFBC transmit diversity technique employed in the 

transmission chain of the DVB-NGH system. We propose to use the AKBSD in the decoding 

process to cover the MIMO profile in the DVB-NGH as well as the Base Profile which is 

similar to the DVB-T2 in the previous sections. 

Golden Codes 

The Golden code first appeared in [44], provides FRFD property for 2×2 MIMO 

systems. Using the Golden code for SFBC (𝑁 = 𝑁 = 2), four symbols (X1, X2, X3, X4) are 

transmitted over two subcarriers (𝑁 = 2) with a codeword defined as [44]: 

 =   
1

√5
[
 (𝑋1 + 𝑋2 )  (𝑋3 + 𝑋4 )

𝑖 ̅(𝑋3 + 𝑋4 ̅)  ̅(𝑋1 + 𝑋2 ̅)
]   (3.18) 

where  =  
1+√5

2
    ̅ =  

1−√5

2
 and  = 1 + 𝑖(1 −  )    ̅ =  1 + 𝑖(1 −  ̅). 

To work with the real lattice representation, the codeword matrix is transformed to a 
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vector form by stacking the S matrix column wise and the real and imaginary parts are then 

separated to get the real (2𝑁 𝑁 ×  2𝑁 𝑁 ) = (8 × 8) real matrix G and S is now:  

 =  𝑋 =
1

√5

[
 
 
 
 
 
 
 
1
 ̅
0

− ̅
1
0

0 0
0
0
1

0
0

− 
 1

 
−1
0

1
 
0

0 0
0
0
 ̅

0
0
1

−1  ̅

0
0

− 

0
0

−1  
1 −    
1
 ̅
0

− ̅
1
0

0 0

0
0
1

0
0

− ̅
  ̅  1
 
−1
0

1
 
0

0 0 ]
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𝑋1R

𝑋1I

𝑋2R

𝑋2I

𝑋3R

𝑋3I

𝑋4R

𝑋4I]
 
 
 
 
 
 
 

  (31) 

The received signal is: 

Y = 𝐇 + N = 𝐇 X + N     (32) 

where 𝑯 = 0𝑯  
 𝑯 

1 and 𝑯 = [

𝐻11R −𝐻11I

𝐻11I 𝐻11R

𝐻12R −𝐻12I

 𝐻12I 𝐻12R

𝐻21R −𝐻21I

𝐻21I 𝐻21R

  𝐻22R −𝐻22I

𝐻22I 𝐻22R

]. 

The methods M1-M4 can be directly extended here. For example, applying the 

third method of the AKBSD (M3), for the 2×2 varying channel matrix in SFBC MIMO 

system yields four varying channels between the two transmitting and the two receiving 

antennas and therefore we have four C parameters as: 

 1 = 
    (𝐻  

𝑘       𝐻  
𝑘  )

  𝑥 (𝐻  
𝑘       𝐻  

𝑘  )
    2 = 

    (𝐻  
𝑘       𝐻  

𝑘  )

  𝑥 (𝐻  
𝑘       𝐻  

𝑘  )
  

 3 = 
    (𝐻  

𝑘       𝐻  
𝑘  )

  𝑥 (𝐻  
𝑘       𝐻  

𝑘  )
    4 = 

    (𝐻  
𝑘       𝐻  

𝑘  )

  𝑥 (𝐻  
𝑘       𝐻  

𝑘  )
       (3.19) 

where 𝐻  
𝑘  is the channel coefficient between the i

th
 transmit antenna and the j

th
 receive 

antenna at the k
th

 payload cell and therefore we have eight different modes and for 

simplicity we combine similar combinations of operation to get only four modes that 

represent the state of the channel as described in table 3.3. The four modes Mode1 to 4 
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define four different values of K1, K2, K3 and K4 that the KBSD can work on according to 

the estimated channel selectivity. 

TABLE  3.3:  2×2 MIMO ADAPTATION MODES OF OPERATION 

Mode # Conditions Actual K 

Mode 1 C1 >Γ & C2 >Γ &C3 >Γ & C4 >Γ K1 

Mode 2 Any three C<Γ K2 

Mode 3 Any two C<Γ K3 

Mode 4 Any single C <Γ K4 

 

Figure 3.13: BER Performance for AKBSD versus different K-SD under 2x2 MIMO system 

with Γ=0.6 and Γ=0.8. 

The simulation results of the Golden codes as SFBCs for a 2×2 MIMO system 

using 256-QAM modulation scheme and AKBSD-M3 with different K-values (K1, K2, K3, 

K4 equal 4, 32, 128, 171 respectively) selected to be passed to the KBSD according to the 
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channel selectivity as shown in table 3.3 are shown in Figs. 3.13 and 3.14. The lower fixed 

K-values were selected for comparison as they give the lower complexity while the upper 

were selected as they give almost the ML performance and any increase in K-value after 

them is just an increase in complexity without any noticeable performance gain i.e. any 

value more than K4=171 is just an increase the complexity with a limited performance 

enhancement. The simulations have been carried over a frequency selective Rayleigh 

channel with perfect CSI at the receiver. Applying the AKBSD method with different 

threshold values Γ=0.6 and 0.8 shows performance enhancement over the ZF linear method 

and coincide the higher K-value (K=171) BER as shown in in Fig. 3.13 with a lower 

complexity measured in terms of the execution time and normalized to the higher K-value 

execution time as shown in Fig. 3.14.  

 

Figure 3.14: Complexity in terms of normalized execution time for AKBSD versus different K-SD 

under 2×2 MIMO system with Γ=0.6 and Γ=0.8. 

Regarding the power consumption, the AKBSD alternates between different 

K-values for the KBSD and subsequently it consumes different powers with average power 
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value below than that of the KBSD using the K4=171 value as shown in in Fig. 3.14 and 

hence a power saving is tacitly obtained by using the AKBSD. The AKBSD achieves a 

complexity reduction versus the K4 KBSD of about 27% and 56% for Γ=0.8 and 0.6 

respectively, noting that different Γ means different performance. This complexity 

reduction can be directly transformed into execution time reduction which means that the 

device is idle for longer periods than the ordinary KBSD corresponding to the value of K4. 

Therefore, a roughly obtained power reduction for the M3 method is in the range of 

27-56% for different threshold values 0.8 and 0.6 respectively. 

 

3.5 Summary  

In this chapter, we illustrated the various methods applied on the KBSD to change 

the K-value adaptively, we used the channel quality estimation, channel matrix analysis 

and SNR estimation criteria to indicate the channel quality and then select the most 

suitable K value that should be used in these channel conditions. We also showed how we 

can employ the AKBSD in the DVB systems including DVB-T2 and DVB-NGH. Using a 

KB-LST as a soft decoder in the MISO-BICM chain was also illustrated. In the next 

chapter, we propose 2-D AKBSD and its application in cooperative and relay networks e.g. 

CoMP and also propose a hybrid partial and full detection protocol to be utilized in 

multi-hop networks. 
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CHAPTER: 4 

2-D ADAPTIVE K-BEST SPHERE DECODER AND ITS 

APPLICATION IN COOPERATIVE NETWORKS 

 

Cooperative communication is one major trend that assists in the vast development 

of wireless communication technology e.g. modern wireless and mobile communication 

networks. It enhances the performance of the system and increases the transmission data rate. 

It also removes the need for installing multiple antennas at the network nodes which is, in 

many cases, impractical due to size, hardware complexity and/or power limitations [4]-[6]. 

Moreover, it also reduces the transmission power and extends the coverage area of the 

network. In this chapter, we discuss the application of the AKBSD in Coordinated 

MultiPoint (CoMP) transmission and propose a 2-D AKBSD that can be applied in 

cooperative relay networks and finally propose a Hybrid Partial and Full Detection protocol, 

HPFD, protocol to be used in multi-hop networks. 

 

4.1 CoMP Application 

CoMP transmission has been considered in the 3GPP LTE Release 9 [46] then 

standardized in LTE-Advanced [47] as one technique used to improve the coverage area by 

changing the Inter Cell Interference (ICI) problem occurring at the cell-edge into a useful 

cooperation between the different cells [4]-[6]. The CoMP establishes cooperation between 

the various BSs for collective signal processing in both up and downlinks [7]. The main 

categories of the downlink CoMP (DL-CoMP) are summarized in Fig. 4.1 [4]-[6]. 

In Coordinated Scheduling / Beamforming (CoMP-CBF), each Base Station (BS) 
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(or Remote Radio Equipment (RRE)) transmits beamformed signal for the cell-edge user in 

its serving cell only. This results in reduced ICI. In Joint Processing/Transmission 

(CoMP-JP), eNodeB controls the transmission of the cell-edge user data symbols 

transmitted from all RREs at the same time, and then this data is received and jointly 

processed across the RREs. CoMP-JP is further divided into two categories. The first 

category is Joint Transmission (JT) where the same data is transmitted from multiple serving 

cells (coordinated cells) as well as non-serving cells [5]. In JT, one transmission scheme is 

Local Precoding (LP) in which multiple BSs transmit the same cell-edge user signal that is 

separately precoded by each BS. Another scheme is Global Precoding (GP) where the 

channel matrices for the multiple BSs are aggregated as Hglobal= [H1 H2.. ] where Hi is the 

channel matrix associated with BSi. The GP scheme is considered as a generalization of 

single-cell multi-antenna transmission to antenna ports of more than one cell [6]. The second 

category is Dynamic Cell Selection (D-CS), where a dynamic fast scheduling at the central 

BS is responsible for selecting one base station to transmit the data block. 

 

Figure 4.1: Downlink CoMP categories. 

Another technique used to improve the reliability in large wireless networks, e.g. 

Relay-Assisted Communication (RAC), is Distributed STBC/SFBC (DSTBC/DSFBC). 

RAC is introduced to cellular systems to improve the performance of cell-edge users and is 

recommended in modern wireless standards [48] e.g. 3GPP LTE-Advanced. In DSFBC 

multiple transmission nodes are used together in a distributed way to transmit a SFBC 

DL-CoMP 

CoMP-CBF 

CoMP-JP 

JT 

LP 

GP 

D-CS 
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codeword to the cell-edge user, this redundancy in space and frequency increases the 

reliability of the communication in OFDM systems by increasing the diversity gain. 

In high mobility cell-edge user scenario, the channels between the BSs and the 

Mobile Station (MS) are time varying. Moreover, sending high data rates and the existence 

of different delayed paths of the signal give rise to frequency selective channels.  In this 

section, we use the DSFBC as a transmit diversity technique which distributes the SFBC 

codeword among different transmission BSs in an open-loop CoMP scheme. The scenario 

we consider is the realistic case of two time varying frequency selective channels, in which 

case the simple linear decoder basic assumption of static channel over two frequency 

symbols no longer holds. We propose to decode the combined received signal by the 

AKBSD as it modifies the K-paths of the traditional KBSD in an adaptive way depending on 

the channel quality of each transmission link. The selectivity of each channel and the 

received signal strength are measured and a suitable K-value is assigned for different 

equivalent tree levels to search among them separately. This gives lower complexity 

decoding processing which maintains the power in a cell-edge user. Using the AKBSD 

decoder helps to reduce the large computational processing associated with the CoMP 

technique at the MS. Therefore, it encourages the CoMP operation in varying channels. 

[–X
*

i+1  X
*

i ] 

BS1

BS2
[Xi  Xi+1]

MS1

different fading channels

H1

H2

X2 interface

 

Figure 4.2: CoMP System model. 
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The system model that we work on is shown in Fig. 4.2. BS1 and BS2 are two base 

stations covering two coordinated serving cells and MS1 is a cell-edge mobile user. The 

general communication between the two base stations and the mobile MS1 can be viewed as 

2 ×  1 MISO system. Data symbols X1, X2,…, Xi,…, XNc from the constellation set ℂ are 

sent over subcarriers 1, 2,…, i,…, Nc respectively of an OFDM system and Nc is the number 

of used subcarriers. A distributed Alamouti codeword [15] is spread between the BSs as 

shown in Fig. 4.2 where one BS transmits the symbols [𝑋     𝑋 +1] and the other transmits 

[−𝑋 +1
∗     𝑋 

∗] over two different frequency selective fading channels. 

Search by
 Ka1

upper level

lower level

Detection 
levels of 

Xi

Search by
 Ka2

Detection 
levels of 

Xi+1

 

Figure 4.3: Different K-values are assigned for different levels of the tree. 

The AKBSD algorithm estimates the selectivity of the two channels together and 

combines it with the estimated received signal strength to select one suitable K-value to be 

passed to the KBSD. This combined decision takes into consideration the effect of the two 

channels on the multiple versions of the same symbol which are transmitted from the two 

BSs according to the Alamouti codeword and then select an appropriate K-value to search 

the equivalent levels of the tree which related to that transmitted symbol and therefore two 

values of K (ka1 and ka2) are used while exploring the tree as shown in Fig. 4.3, where the 

upper levels represent the detection levels of the symbol Xi while the lower levels represent 

those of Xi+1. 

The steps used in the decoding process are as follows: 
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for each pair of cells, do: 

Preprocess: 

define         =‖,1 1-𝑇‖=‖,−1 1-𝑇‖=1.4142 

define    1 =         +   and     2 =        −   

calculate    = ‖𝑯(  𝑖)‖ and   = 
    (𝐻𝑖        𝐻𝑖    )

  𝑥 (𝐻𝑖        𝐻𝑖    )
∀i=1,2 ; j=1:Nc-1 

using ki+1 > ki 

if       and     1        2 

kai=k1; 

else if (     and (   1    ||      2)) || (     and    1        2) 

kai=k2; 

else       

kai=k3; 

end if 

Search the tree:  

start from root level  

initialize a zero metric path between the root and the first tree level nodes 

loop: 

extend  the  survivor  paths  and  update  their PEDs 

if upper level  

set  k=ka1; 

end if  

if lower level  

set  k=ka2; 

end if  

sort and select the K-Best PEDs and discard the others 

  if leaves level is reached 

exit;  

else 

go back to loop; 

end if 

end 
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For the first pair of cells, the two C parameters are calculated as 

 1 = 
    (𝐻  𝑘      𝐻  𝑘  )

  𝑥 (𝐻  𝑘      𝐻  𝑘  )
    2 = 

    (𝐻  𝑘      𝐻  𝑘  )

  𝑥 (𝐻  𝑘      𝐻  𝑘  )
  

where 𝐻  𝑘  is the channel coefficient for j
th 

BS at the k
th 

subcarrier i.e. 

 1 = 
    (𝐻        𝐻  )

  𝑥 (𝐻        𝐻  )
   2 = 

    (𝐻        𝐻  )

  𝑥 (𝐻        𝐻  )
. 

The two columns norms are calculated as 

 1  = ‖𝑯(  1)‖ = ‖,𝐻11 𝐻22
∗ -𝑇‖, 

 2  = ‖𝑯(  2)‖ = ‖,−𝐻21 𝐻12
∗ -𝑇‖.              

Using the ideal channel 𝐇 deal = 0
1 −1
1 1

1, we can calculate its ideal column norm 

       = ‖,1 1-𝑇‖ = ‖,−1 1-𝑇‖ = 1.4142 and use it with the defined threshold value δ to 

estimate the strength of the received symbol by defining two boundaries             

   1 =        +   and    2 =        −  , and if  1  or  2  lies in-between these 

boundaries, the current signal strength is near the transmitted one and hence the channel has 

a small effect on it i.e. the channel is in good quality state, and if  1 or  2 lies outside 

these boundaries, the channel is in bad quality state and has significant effect on the 

transmitted signals. Therefore, if  1  is greater than threshold  and    1        2 

then we search the upper level of the tree with a small K-value as the channel is most likely 

non-frequency selective or facing a small fading conditions and the symbol strength is high 

as well and if  1     and    1        2 then the channel is somehow frequency 

selective but symbol strength is still high and hence an intermediate K-value is needed. 

Otherwise, a high K-value is required to compensate for the high selectivity of the channel 

and the symbol weakness. The same is done for the lower level of the tree search depending 

on the value of  2. 

The system model in Fig. 4.2 is simulated using16-QAM and 64-QAM modulation 

schemes under frequency selective fading channels between the BSs and the MS1. The 
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model assumes perfect CSI at MS1. Increasing the K-value passed to the KBSD increases its 

performance as shown in Fig. 4.4 in which different K-values are passed to the KBSD for the 

16-QAM and 64-QAM modulation schemes and each higher K-value gives lower BER at 

the same SNR. The ML optimum detector was plotted as well. To clarify the 

performance-complexity trade-off, two BER values (at SNR = 15 dB and 21 dB) are plotted 

against the average number of visited nodes, i.e. VN, at different K-values for 16-QAM as 

shown in Fig. 4.5, where increasing the number of K-values increases the performance 

(decreases the BER curve) but increases the complexity (increases the average number of 

VN curve). 

 

Figure 4.4: BER performance for different K-values of KBSD. 

Using Γ=0.82 as a threshold value in the AKBSD and δ= 0.3, a comparison between 

the performance of two fixed K-values KBSD (with K=2, 16 for 16-QAM and K=4, 44 for 

64-QAM) and the AKBSD is done as shown in Fig. 4.6. The lower and upper fixed K-values 
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are selected for comparison because they give the lower complexity and almost the ML 

performance respectively. The AKBSD gives a performance that is very near to the higher 

K-value KBSD in both the 16-QAM and 64-QAM modulation schemes. Measuring the 

complexity using the average number of VN in the tree during the search process of the 

various decoding algorithms and its results are summarized in table 4.1. 

 

Figure 4.5: The trade-off between the performance (BER) and complexity (in terms of the 

number visited nodes) for 16-QAM. 

 

Figure 4.6: BER performance of AKBSD in CoMP system. 
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As shown in Fig. 4. 6 and table 4.1, the AKBSD requires much lower number of VN 

than ML and a considerable lower number than the higher K-value KBSD (K=16 for 

16-QAM and K=44 for 64-QAM scheme) e.g. at a target BER of 10
-4

, about 33.5 % 

reduction for the 64-QAM scheme and 18.9% for the 16-QAM scheme obtained with loss of 

performance of only 0.37 dB and 0.4 dB respectively. Therefore, the AKBSD in such a 

scenario can be used to offer coverage to the cell-edge user with lower complexity decoding 

which in its turn reduce the power consumption. This is especially valuable for handheld 

battery-based devices. 

Table 4.1: Average Number of Visited Nodes 

Decoding 

method 

# visited nodes 

16-QAM 64-QAM 

KBSD(K1) (K1=2)   7 (K1=4)  26 

KBSD(K2) (K2=16)  37 (K2=44)194 

ML 85 1170 

AKBSD(Γ=0.82) 30 129 

 

4.2 Relay Assisted Networks  

Cooperative networks play a major role in the current modern wireless and mobile 

cellular networks. By introducing a relay node between the two communicating points, i.e. 

the source and destination, they enhance the performance of the system by increasing the 

transmission data rate. This is achieved by making use of the cooperative diversity property, 

which removes the need for installing multiple antennas at the network nodes [49]-[54]. 

Cooperative networks can also be used to extend the network coverage area and reduce the 

transmit power [8]. This helps the nodes to communicate anywhere and anytime. 

To utilize the cooperative network merits, cooperation protocols need to be 
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employed. Two main protocols have been widely adopted. The first is Amplify and Forward 

(AF) in which the received signal is amplified at the relay and then forwarded to the 

destination. The second relaying protocol is Detect or Decode and Forward (DF) in which 

the received signal is detected and then decoded and forwarded to the destination. DF gives 

better performance than the simpler AF scheme, a property that made DF the favorable 

relaying protocol for multi-hop system suffering from incremental loss of performance per 

hop [8]. However, DF requires more processing and consumes considerable resources at the 

relay. Hence, the relay consumed power is increased causing a problem in many cases, e.g. 

an idle mobile MIMO user may not choose to operate as a relay in DF mode due to its limited 

battery power. 

4.2.1 Partial Detection 

Partial Detection (PD) at the relay is a strategy that can reduce the complexity of the 

decoding process by detecting only part of the received signal then forwarding it. There are 

various parameters that determine the amount of the detected part e.g. received signal 

strength, available resources at the relay node… etc. Thereafter, the destination combines 

both the source signal and the partial relay signal to recover the transmitted signal [41].The 

PD has a major advantage when employing a mobile multi-antenna user as MIMO relays 

that can assist the current active links through their idle times. This saves much of the relay 

processing and transmit power while enhancing the performance compared to the non-relay 

case. Otherwise, PD performance is poor when the number of the detected symbols at the 

relay is small [8], [41]. The PD in [41] modifies the tree search of the tree-based sphere 

detector depending on the relay available resources to include only some levels of the tree 

instead of all tree levels in the case of Full Detect and Forward (FDF); we name this a change 

in the number of vertical levels in a tree search. 
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The partial sphere detection scheme proposed in [41] was employed for the spatial 

multiplexing transmission technique in a MIMO wireless communication. In this work, we 

utilize it for transmit antenna diversity techniques by employing the Alamouti and the 

Golden codewords in a time varying environment. 

In this part, we propose a new idea that allows a change in the two dimensions of 

the tree during the tree traversal to give more complexity reduction at the relay node. The 

first dimension is the horizontal dimension, in which we change the number of the visited 

nodes per level depending on some criteria e.g. the channel quality. The second dimension is 

the vertical dimension in which the number of the explored tree levels is chosen depending 

on the source-relay link capacity, besides this change is adaptive depending on the current 

state of the network environment specifically the channel and link qualities in the network. 

The proposed detector, namely 2-D AKBSD, gives a considerable complexity reduction in 

the relay and also the destination nodes. 

We consider the simple 3 nodes wireless network with one Source node (S) that 

cooperate with one Relay node (R) assisting in data transmission to one Destination node 

(D). The distance between the S and D nodes is denoted as dsd while dsr and drd define the 

distances between the S-R and R-D nodes respectively.  Each node is equipped with Nt and 

Nr transmitting and receiving antennas respectively. Combinations of different numbers of Nt 

and Nr are studied to cover the SISO, MISO and MIMO transmission scenarios. However, 

the maximum number is chosen to be two for analysis simplicity and to meet the practical 

limitation of installing antennas in the network devices. The transmission is assumed to be 

executed over two phases Т1 and Т2. We assume half-duplex communication i.e. nodes can 

only transmit or receive at the same instance, and consider a Rayleigh time-varying fading 

channel, a case where linear decoding is no more the optimum decoding method as in the 

quasi-static channel case and more sophisticated decoding algorithms are required to obtain 
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a near optimum performance. We refer to the channels between S and D, S and R and R and 

D as Hsd, Hsr and Hrd respectively and it is assumed that these channels are known in their 

corresponding receiving nodes while the SNRs at the nodes receiving antennas are defined 

as [41]: 

𝑆𝑁𝑅𝑠 = 
µ𝑝

( 𝑠𝑑)𝛼
  𝑆𝑁𝑅𝑠 = 

µ𝑝

( 𝑠𝑟)𝛼
 𝑆𝑁𝑅  = 

(1−µ)𝑝

( 𝑟𝑑)𝛼
 

where 𝑝 is the system total transmit power and is split among the source and relay nodes 

using the factor µ where 0 < µ < 1, while   is the path loss exponent and its value is 

usually chosen between 2 and 6. We employed the Alamouti and Golden codewords as the 

STBC for the transmit diversity technique at the transmitting node because of the decoding 

simplicity of the former and the FRFD property of the latter. The Alamouti (X) and the 

Golden (S) codewords are defined as:  

𝑿 = 0
𝑥 𝑥 +1

−𝑥 +1
∗ 𝑥 

∗ 1, 

 = 0
𝓈1 𝓈2

𝓈3 𝓈4
1 =

1

√5
[

 (𝑥 + 𝑥 +1 )  (𝑥 +2 + 𝑥 +3 )

𝑗 ̅(𝑥 +2 + 𝑥 +3 ̅)  ̅(𝑥 + 𝑥 +1 ̅)
]  (4.1) 

respectively where (.)* denote conjugate operation, xi represents the i
th 

transmitted symbol, 

and  ,  ̅,   and  ̅ are as defined in (3.18). The system and the received signals model 

under different Nt and Nr scenarios can be modeled as follows. 

A. 1×1 Nodes 

The S, R, and D nodes are assumed to be equipped with single transmitting and receiving 

antenna in this scenario to cover the SISO case as shown in Fig. 4.7. The S node distributes 

the Alamouti codeword X over the two communication phases during four time slots       

(ti, i=1:4) as  

𝑥 ⏟
  

𝑥 +1⏟
  

⏞    
Т 

−𝑥 +1
∗⏟    

 3

𝑥 
∗⏟

 4

⏞        
Т 
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i.e. this communication protocol needs 4 channel uses to send 2 symbols giving a symbol 

rate of 0.5 symbol per channel use (symb. pcu). 

 

Figure 4.7: S-R-D network with 1×1 nodes. 

The received signals at R and D nodes in the first two phases are 

R: Т1 {
𝑦 

1 = ℎ𝑠 
1 𝑥1  +  𝑛1

𝑦 
2 = ℎ𝑠 

2 𝑥2  +  𝑛2

 

D: Т1 {
𝑦 

1 = ℎ𝑠 
1 𝑥1 + 𝑣1

𝑦 
2 = ℎ𝑠 

2 𝑥2  +  𝑣2

  

Т2 {
𝑦 

3 = −ℎ𝑠 
3 𝑥2

∗  +  ℎ  
3 𝑥̂1 + 𝑤1

𝑦 
4 =  ℎ𝑠 

4 𝑥1
∗   + ℎ  

4 𝑥̂2 + 𝑤2

                (4.2) 

where 𝑦 
  and 𝑦 

 
 are the received signals at the time instances i and j for the R and D nodes 

respectively, while ℎ𝑠 
 

, ℎ𝑠 
  and ℎ  

𝑘  are the coefficients for channels between S and D at 

time j, S and R at time i, and R and D at time k, respectively, and ni, vi and wi are AWGN and 

i=1,2,  j=1:4 and k =3,4. Using ZF detection in the R node to detect xi and assuming a 

successful detection with FDF cooperation strategy i.e. 𝑥̂ = 𝑥 , we can combine the two 

phases signals at the D node as: 

{
𝑦  

 =  (ℎ𝑠 
1 + ℎ  

3 ) 𝑥1  − ℎ𝑠 
3 𝑥2

∗ + 𝜓1

𝑦  

  =   ℎ𝑠 
4 𝑥1

∗  +  (ℎ𝑠 
2 + ℎ  

4 ) 𝑥2 + 𝜓2

   (4.3) 

where 𝜓  is the total AWGN noise at the i
th

 phase. 

B. 2×1 Nodes 

In this scenario the nodes are equipped with two transmit antennas and one receive 

antenna as shown in Fig. 4.8, and it is assumed that R node uses the Alamouti codeword X in 

its transmission during the second phase of communication. Transmission from S and R 

S

R

D
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nodes through the four time instants frame of Т1 and Т2 is described as 

𝑥 ⏟
 𝑥 

−𝑥 +1
∗⏟    

 𝑥 

⏞        
𝑆

0⏟
 𝑥 

0⏟
 𝑥 

⏞    
𝑅⏞              

  

𝑥 +1⏟
 𝑥 

𝑥 
∗⏟

 𝑥 

⏞      
𝑆

0⏟
 𝑥 

0⏟
 𝑥 

⏞    
𝑅⏞            

  ⏞                            
Т 

 

0⏟
 𝑥 

0⏟
 𝑥 

⏞    
𝑆

𝑥̂ ⏟
 𝑥 

−𝑥̂ +1
∗

⏟    
 𝑥 

⏞        
𝑅⏞              

 3

0⏟
 𝑥 

0⏟
 𝑥 

⏞    
𝑆

𝑥̂ +1⏟
 𝑥 

𝑥̂ +1
∗

⏟  
 𝑥 

⏞      
𝑅⏞              

 4⏞                              
Т 

 

where 𝑡𝑥1  and 𝑡𝑥2  are the 1
st
 and 2

nd
 transmitting antenna of S or R node. This 

communication protocol also needs 4 channel uses to send 2 symbols giving a symbol rate of 

0.5 symb. pcu.  

 

Figure 4.8: S-R-D network with 2×1 nodes. 

As shown in 4.8 and assuming the sending node is transmitting a MISO 2×1 

Alamouti diversity code, the relay node and the single antenna destination node receive the 

source signal using one antenna. This means that the relay uses only one antenna for the 

reception of the source data while the other antenna is idle or off. In the transmission phase, 

the relay uses its two antennas to transmit the 2×1 signal to the destination node in the 

relaying phase. 

The received signals at R and D nodes in the first two phases are: 

R: Т1 {
𝑦 

1 = ℎ𝑠  
1 𝑥1  − ℎ𝑠  

1 𝑥2
∗ + 𝑛1

𝑦 
2 = ℎ𝑠  

2 𝑥2  + ℎ𝑠  
2 𝑥1

∗ + 𝑛2

 

S

R

D
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D: Т1 {
𝑦 

1 = ℎ𝑠  
1 𝑥1  − ℎ𝑠  

1 𝑥2
∗ + 𝑣1

𝑦 
2 = ℎ𝑠  

2 𝑥2  + ℎ𝑠  
2 𝑥1

∗ + 𝑣2

 

Т2 {
𝑦 

3 = ℎ   
1 𝑥̂1  − ℎ   

1 𝑥̂2
∗ + 𝑤1

𝑦 
4 = ℎ   

2 𝑥̂2  + ℎ   
2 𝑥̂1

∗ + 𝑤2

    (4.4) 

where ℎ𝑠𝑘 
 , ℎ𝑠𝑘 

  and ℎ 𝑘 
  are the i

th 
coefficients of the channels between the k

th
 

transmitting and the receiving antenna between S and D, S and R and R and D respectively. 

Assuming 𝑥̂ = 𝑥 , the combined two phases signals at the D node are: 

{
𝑦  

 = (ℎ𝑠  
1 +ℎ   ) 𝑥1  − (ℎ𝑠  

1 + ℎ   
1 )  𝑥2

∗ + 𝜓1

𝑦  

  =   (ℎ𝑠  
2 + ℎ   

2 ) 𝑥1
∗   + (ℎ𝑠  

2 + ℎ   
2 ) 𝑥2 + 𝜓2

  (4.5) 

 

 

Figure 4.9: S-R-D network with 2×2 nodes. 

C. 2×2 Nodes 

All the network nodes are assumed to use two antennas for both transmitting and 

receive to each other as shown in Fig. 4.9, and the S and R nodes use the Golden codeword S 

during the transmission with the same protocol as in the 2×1 nodes scenario and by replacing 

each element in X by its equivalent in S e.g. replace 𝑥 
∗ by 𝓈4 =

1

√5
 ̅(𝑥 + 𝑥 +1 ̅) and so 

on. Following the same analysis in the previous scenarios, we have four received signals at 

each phase (instead of two in (4.2) and (4.4)) as can be transpired from Fig. 4.9 and the 

general form of the received signal duringТ1 at the R node is: 

𝑦  
 = ∑ ℎ𝑠   

 𝓈 + ℎ𝑠   

 𝓈 +2  +   1 2
  1 2

𝑛      (4.6) 

S

R

D
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while the total received signals duringТ1 andТ2 at the D node (assuming 𝓈̂ = 𝓈 ) are: 

𝑦   

 = ∑  (ℎ𝑠   

 + ℎ    

 )𝓈 + (ℎ𝑠   

 + ℎ    

 )𝓈 +2 +  1 2
  1 2

𝜓            (4.7) 

4.2.2  2-D AKBSD 

AKBSD employing previous proposed methods, i.e. (M1-M4), is a solution for 

finding the optimum K value that best suits the varying conditions of the channel. This type 

of adaptation is performed over the horizontal level in the tree search to achieve the best 

trade-off between performance and complexity. In relay networks, another dimension of 

adaptation can be used within the KBSD search strategy in which a partial detection is 

performed to partition the detection task between the R and D nodes, this partial detection 

employs the adaptation over the vertical levels of the tree depending on the available 

resources in the R node to reduce the overhead introduced by the MIMO relay. 

vertical level 
adaptation 
determines 
how many 
tree levels 

will be 
explored 

horizontal level adaptation 
determines how many 
nodes per level will be 

explored
 

Figure 4.10: Tree structure for 2-D AKBSD shows the horizontal and vertical adaptation. 

The 2-D AKBSD makes use of the two vertical and horizontal dimensions of the 

adaptation process in the R node to suit the dynamic operating conditions of the network. As 

shown in Fig. 4.10, some criteria specify how many tree levels are explored and how many 

nodes per level are visited while traversing the tree. While adaptation criterion in horizontal 

dimension can be selectivity of the channel or channel matrix analysis as measures of the 

channel quality i.e. selecting small or big K value depends on the quality of the channel or an 
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estimation of SNR value, the vertical dimension adaptation can be done based on criteria 

such as available resources in the relay as in [41], received signal strength or the 

instantaneous capacity measurement as a measure of the S-R link outage. We select the 

channel selectivity as a channel quality estimation method and the instantaneous capacity 

measurement as the adaptation criteria for the horizontal and vertical dimensions 

respectively. To measure the channel selectivity, we calculate the C parameter by (3.3). If Ci 

is greater than a defined threshold Γ then the channel is very frequency selective and hence 

the channel quality is good and vice versa. The instantaneous capacity can be used as the 

metric that indicate the channel state information as a measure for the S-R link quality and 

can be calculated as [12]: 

  𝑝 = log2  𝑒𝑡 (𝑰𝑁𝑟
+ 

𝐸𝑥

𝑁𝑡𝑁0
𝑯𝑠 𝑯𝑠 

𝐻 )   (4.8) 

where Ex is the transmitted signal energy and N0 is the noise power spectral density. 

The 2-D AKBSD adds a pre-process part over the regular KBSD and hence it has the 

advantages of the KBSD, besides the advantage of being adapted based on the system 

dynamic conditions.  

The algorithm of the 2-D AKBSD for the 2×2 scenario case is shown in Fig. 4.11. 

We have 4 channels between each two nodes as shown in Fig. 4.9. Working on a block of 

four symbols xm xm+3 m = 1 4 Ns, we calculate four C  parameters, i = 1 4 , using the 

four instantaneous 2×2 channel coefficients and their consecutives between the different 

nodes, then check the obtained C values against the predefined threshold value Γ. If all the 

four C values are greater than Γ, then all the channels are non-frequency selective and we 

are in a first mode of operation where channels are assumed to be in good state and so we 

define a small value, K1, to be passed to the KBSD. While if three   values are greater than  
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Figure 4.11: 2-D AKBSD flowchart. 
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the Γ, then the corresponding three channels are non-frequency selective and are in good 

state and a second mode of operation is activated defining a bigger value, K2 > K1and so on. 

This is the horizontal adaptation that determines the number of K-paths that the decoder will 

consider while searching the tree, in other words, here we determine how many nodes per 

level will be visited. 

The link capacity is then calculated as a measure of the link quality using (4.8). The 

capacity range is divided into v regions (determined using numerical analysis as the case of 

determining the threshold value Γ) and the instantaneous capacity value is checked to know 

where it lies among these regions, and if it lies in the first region that’s mean the capacity is 

low and the link quality is bad, so the relay is not sure of the received symbols correctness 

and hence we define a small value for the lt that determine only one level to be explored i.e. 

one symbol only will be detected and relayed to the other stage to save extra computations 

for detection of uncertain symbols. If the instantaneous capacity value is in the second 

region, the relay detects two symbols and so on. This is the vertical adaptation in which we 

define how many levels will be explored according to the link quality between the nodes. 

After determining how many levels will be explored and how many nodes per level will be 

visited, the regular KBSD operations continue i.e. initializing a zero metric path then extend 

the survivor paths and calculate their PEDs, then sorting them and select the defined K- 

paths (number of nodes per level) and discard the others and continue until we reach the 

defined level before then output the obtained symbols to be relayed to the next node. 

 

1×1 nodes detection strategy 

For conventional FDF, the R node performs full detection of all the symbols using 

ZF then forwards those symbols to the D node during Т2 then the D node uses regular KBSD 

(with a sufficient K value to achieve a near ML performance) to detect the combined 
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transmitted signals during the two phases. On the other hand, in the case of PD, the R node 

performs ZF but to detect half of the transmitted symbols sent by the source and in the 

second phase, R transmits the detected signals to the D node which uses 2-D AKBSD with 

horizontal adaptation only to retrieve the original signals. 

2×1 & 2×2 nodes detection strategy 

For conventional FDF, both R and D nodes perform full detection of all the symbols 

using regular KBSD while for PD, the R node applies the 2-D AKBSD to detect part of the 

transmitted symbols, this part is determined based on the S-R link capacity, and in Т2, R 

transmits the detected part of the signals to the D node which retrieve the transmitted signals 

in the same manner as 1×1 node scenario. 

 

Figure 4.12: Single antenna relay in 2×1 MISO protocol. 

Single antenna relay in MISO environment 

A major advantage of the partial sphere detection is using a single antenna relay in a 

MISO transmission, using the codeword sent from the S node, R node can make horizontal 

adaptation and fix the vertical levels traversing to the half of the tree levels to send only half 

the symbols by its single antenna. This is a hybrid protocol of the 1×1 and 2×1 nodes 

scenarios. In this manner, we can make use of an idle single antenna device to assist in data 

transmission in a 2×1 MISO protocol as shown in Fig. 4.12. This raises the constraints of 

only involving multiple antennas relays in the transmission. Moreover, this increases the 

Phase

Time 

Slot

Transmit 

Node
S S R

__ S

R

D



61 

 

data rate as we need only 3 channel uses instead of 4 giving symbol rate of 2/3 symb. pcu. 

We suppose half-duplex communication in a 3 node wireless relay network 

topology with different scenarios as shown in Figs. 4.6 to 4.8. For all scenarios, we assume 

that the R node is in-between the S and D nodes with dsd =dsr + drd =1, fixing dsr = 0.35, and 

also we used fixed values of  =3, µ=0.6 and 𝑝 =1. We also work on 16-QAM modulation 

scheme and assumed that Hsd, Hsr and Hrd are Rayleigh time-varying fading channels i.e. 

their coefficients are not constant during the transmission of the codeword elements as in the 

case of quasi-static channels. Monte Carlo simulations are used to calculate the BER values 

for different scenarios in the R and D nodes besides calculating the complexity of FDF and 

2-D AKBSD or PD decoding algorithms in terms of average number of visited nodes.  

 

Figure 4.13: BER performance for 1×1 node for PD and FDF strategies at R and D nodes (left) and 

mean value of the instantaneous ergodic capacities of the S-R link for different scenarios (right). 

The left part of Fig. 4.13 shows the BER performance of the 1×1 scenario for the 

FDF and PD detection strategies at R and D nodes. R-PD and R-FDF represent the ZF 
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detection of half and full symbols detection of the transmitted symbols respectively at the 

relay node and they give the same BER. While D-AK and D-FDF represent the detection of 

both partial and full detection cases using the AKBSD with horizontal adaptation only, the 

AK shows a near FDF performance with a loss of 1.7 dB at BER of 10
-4

. The mean values of 

the instantaneous capacity for the different scenarios are plotted in the right part of Fig. 4.13 

where its immediate value is used to be checked against a threshold value and as a result a 

suitable number of levels of the vertical adaptation is selected as illustrated in the algorithm 

before. The threshold values Δ and Γ are chosen based on numerical analysis and their values 

are Δ= 3.5 for 2×1 nodes and Δi= 1.5, 5 and 10 for 2×2 nodes while Γ= 0.82 for both 

scenarios as it doesn’t depend on the number of detected symbols and hence the scenario. 

 

Figure 4.14: BER performance for 2×1(left) and 2×2 (right) nodes for 2DAKBSD and FDF 

detection strategies at R and D nodes. 

Figure 4.14 shows the BER performance of the 2×1 scenario (left) and the 2×2 

scenario (right) for the FDF and 2-D AKBSD detection strategies at R and D nodes. PD 
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using 2-D AKBSD shows a near FDF performance with a maximum loss of 0.47 and 1.2 dB 

all over the BER/SNR asymptotes. From Fig. 4.12 and Fig. 4.13, the worst asymptotic loss 

in performance for 1×1 nodes scenario is 1.8 dB while in 2×1 and 2×2 scenarios is 0.47 and 

1.2 dB respectively. 

Complexity of each detection strategy of FDF and 2-D AKBSD for the different 

scenarios is calculated in terms of average number of visited nodes for the tree based 

detection and in terms of execution time for ZF detection (only used in the 1×1 scenario at 

the relay) and is summarized with the reduction percentage in R and D nodes in table 4.2.  

The range of reduction is 22.2 - 24.3 % at the D node while at the R node is 24.4 - 50 % 

which gives a system reduction at both the R and D together of 23.3 - 40.6 %. This 

computation complexity reduction is in turn a power reduction with the same percentage in 

the network devices consumed power. 

TABLE 4.2:   COMPLEXITY MEASUREMENT  

Nt×Nr 

FDF 2-D AKBSD 

(R & D nodes) 
R  

node 

% 

reduction 

D  

node 

% 

reduction 

1×1 (0.1e-6) & 37 (0.5e-7) 50 % 28 24.3 % 

2×1 37 27.97 24.4 % 28.8 22.2 % 

2×2 458 194.61 57.5 % 349 23.8 % 

4.2.2 Hybrid Partial and Full Detection Protocol for Multi-Hop networks 

In this section, we propose a new hybrid protocol, Hybrid Partial and Full Detection 

(HPFD), for multi-hop wireless networks that makes use of both full and partial detection 

strategies to solve the problem of the incremental loss of performance per hop with low 

computational decoding method. The full detection strategy employs the AKBSD with 

adaptation in the horizontal dimension while the partial detection strategy employs the 2-D 
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AKBSD, with the adaptation on the two dimensions of the tree, to take the benefits of not 

losing much performance while achieving low complexity at the relay nodes and the 

destination node as well.  

We consider n+2 nodes wireless network, as shown in Fig. 4.15, with S node that 

cooperates with n relay nodes assisting in data transmission to D node and each node is 

equipped with Nt=2 and Nr=2. The transmission of each stage is assumed to be executed 

over two phases Т1 and Т2. We assume half-duplex communication i.e. nodes can only 

transmit or receive at the same instance. We also consider a Rayleigh time-varying fading 

channel. We assume also that the channels between each linked nodes are known in the 

corresponding receiving node.  

We employ the Golden codeword as STBC for the transmit diversity technique at 

the transmitting node to make use of its FRFD property. Ns data symbols 𝑥 ∊ ℂ 𝑖 = 1 𝑁𝑠 

are sent using the Golden codeword (S) defined in (4.1). For simplicity and ease of analysis, 

a case study of 4-hops network is discussed in the following section. 

 

Figure 4.15: n+1 hop wireless relay network. 

4-hops network case study 

We consider a 4-hops, 5 nodes wireless network with a single source, single 

destination and 3 relay nodes. We divide the network into two stages; the first one consists of 

3 nodes, namely S, R1 and R2 while the second stage consists of the R2, R3 and D nodes as 
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shown in Fig. 4.16. The transmitting nodes distribute the Golden codeword S over the four 

communication phases Т1, Т2, Т3 and Т4 as  
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Figure 4.16: 4-hops wireless relay network with 2×2 nodes. 

The general channels used between the nodes in each phase are 2×2 channels and denoted as   
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Т3: 𝐻𝑅 𝑅3
and 𝐻𝑅 𝐷 

Т4: 𝐻𝑅3𝐷 

and the detailed channels between the nodes in the first stage are shown in Fig. 4.17, where 

ℎ𝑠  𝑘 

  is the channel coefficient between the j
th

 transmit antenna of the S node and the j
th

 

receive antenna of the k
th

 relay at time instant i while ℎ 𝑘  𝑘    

  is the channel coefficient 

between the j
th

 transmit and receive antennas of the corresponding k
th

 relay at time instant i 

and j=1,2. 

The received signals at R1 node in the first phase are: 

 Т1

{
 
 

 
 
𝑦 1

1 = ℎ𝑠    
1 𝓈1 + ℎ𝑠    

1 𝓈3  +  𝑛1

𝑦 2
1 = ℎ𝑠    

1 𝓈1 + ℎ𝑠    
1 𝓈3  +  𝑛2

𝑦 1
2 = ℎ𝑠    

2 𝓈2 + ℎ𝑠    
2 𝓈4  +  𝑛3

𝑦 2
2 = ℎ𝑠    

2 𝓈2 + ℎ𝑠    
2 𝓈4  +  𝑛4

   (4.9) 

where 𝑦  
  is the received signal component at the j

th
 receiving antenna of R1 at a time 

instant i, the ℎ𝑠  𝑘 

  is as defined before and ni is AWGN and i and j=1,2.  

 

Figure 4.17: Channels between the nodes in the 1
st
 stage 

The general form of the received signal duringТ1 at the R1 node is: 

𝑦  
 = ∑ ℎ𝑠    

 𝓈 + ℎ𝑠    

 𝓈 +2  +   1 2
  1 2

𝑛    (4.10) 

while the total received signals duringТ1 andТ2 at the R2 node (assuming 𝓈̂ = 𝓈 ) are: 

𝑦   

 = ∑  (ℎ𝑠    

 + ℎ      

 )𝓈 + (ℎ𝑠    

 + ℎ      

 )𝓈 +2 +  1 2
  1 2

𝜓           (4.11) 

S

R1

R2



67 

 

where 𝜓  is the total AWGN noise at the i
th

 phase. 

For the second stage, the received signal during Т3 at the R3 node (assuming 

𝓈̂̂ = 𝓈̂ ) is: 

𝑦  
 +2 = ∑ ℎ    3 

 +2 𝓈 + ℎ    3 

 +2 𝓈 +2  +   1 2
  1 2

𝑛    (4.12) 

while the total received signals duringТ3 andТ4 at the D node (assuming 𝓈̂̂̂ = 𝓈̂̂ ) are: 

𝑦   

 +2 = ∑  (ℎ     

 +2 + ℎ 3   

 +2 )𝓈 + (ℎ     

 +2 + ℎ 3   

 +2 )𝓈 +2 +  1 2
  1 2

𝜓             (4.13) 

In each stage, the first node (S in stage 1 and R2 in stage 2) sends the data to the 

other nodes in two time slots within a communication phase Т. The two intermediate relays 

(R1 in stage 1and R3 in stage 2) performs PD and relays the detected symbols to the next 

nodes in the next communication phase. Finally, the nodes (R2 in stage 1and D in stage 2) 

perform full detection to restore the transmitted data. The nodes perform PD using a 2-D 

AKBSD which adapts the number of traversed levels through the tree as well as the number 

of visited nodes per each level. 

We assume that the R nodes that perform PD is in-between the two extreme nodes 

of each stage with d1 + d2 =1 as in Fig. 4.16, using fixed d1 = 0.35, and also we calculate the 

SNRs at the first stage nodes (similarly in the second stages) receiving antennas as [41] 

𝑆𝑁𝑅𝑠  = 
µ𝑝

(  )𝛼
  𝑆𝑁𝑅𝑠  = 

µ𝑝

(  +  )𝛼
  𝑆𝑁𝑅    =  

(1−µ)𝑝

(  )𝛼
 

We consider the 16-QAM modulation scheme and assumed that the channels 

between each two nodes are Rayleigh time-varying fading channels. Monte Carlo 

simulations are used to calculate the BER values in the D node for a FDF protocol between 

all the nodes and the HPFD protocol besides calculating the complexity of FDF, AKBSD 

and 2-D AKBSD decoding algorithms in terms of the average number of visited nodes.  
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Figure 4.18: BER performance for the two protocols using 16-QAM. 

 

Figure 4.19: Complexity measurement for the different detection methods. 

The mean values of the instantaneous capacity are used to be checked against a 

threshold value and as a result a suitable number of levels of the vertical adaptation is 

selected. The threshold values Δ and Γ were chosen based on numerical analysis and their 

values are Δi= 1.5, 5 and 10 while Γ= 0.82. Figure 4.18 shows the BER performance of the 

two protocols, the hybrid HPFD protocol and the conventional FDF one. The worst 
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performance of the HPFD protocol is 1.8 dB behind the FDF protocol among all the BER 

asymptotes. 

Figure 4.19 shows the complexity measurement in terms of average number of 

visited nodes for the three decoding methods used in the FDF and HPFD protocols, the first 

one is AKBSD where we use only horizontal adaptation over the tree and used in the 

destination or the nodes which perform FD i.e. R2 and D in the 4-hop network. The second is 

2-D AKBSD which perform double adaptation on the tree and used in the relay nodes which 

perform partial detection i.e. R1 and R3 in the 4-hop network. The last method is FDF where 

fixed number of K (chosen to give a maximum likelihood performance) is used in a regular 

KBSD in the FDF protocol. The HPFD protocol gives a 57.5% complexity reduction in the 

relay nodes that perform PD and 23.9% reduction in the nodes that perform FD. The overall 

network decoding complexity reduction is 40.7% over the regular FDF protocol; this 

computational reduction in turn reduces the consumed power by the network nodes which 

makes the FDF a suitable protocol in dense networks and devices with limited power 

resources. 

 

4.3 Summary  

In this chapter, we illustrated the application of the AKBSD in cooperative 

networks i.e. CoMP application then proposed 2-D AKBSD that makes partial detection in 

the relay nodes in relay networks and that’s give a considerable complexity reduction in 

the relay nodes as well as the destination nodes. Also, we proposed a HPFD protocol that 

is applicable in multi-hop networks. In the next chapter, we show the hardware 

implementation of the ACU unit via FPGA and ASIP platforms.  
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CHAPTER: 5 

IMPLEMENTATION OF THE  

ADAPTIVE CONTROL UNIT 

 

The implementation of sphere decoders has been discussed in several publications 

such as [55]-[58]. The proposed system doesn't modify the core implementation of the 

regular KBSD algorithm but rather adds an ACU unit to be responsible for the choice 

between the KBSD and the ZF operation as described in the general decoder block diagram 

shown in Fig. 5.1. Implementing the ACU unit is dependent on the adaptation algorithm 

(M1-M4). We choose to implement the ACU unit that employs the M3 method. Similarly, 

other methods can be easily implemented in the same way. In this chapter, we provide the 

ACU implementation via FPGA and ASIP platforms. 

 

Figure 5.1: General decoder block diagram. 

5.1 VHDL Implementation 

In Fig. 5.1, the ACU unit block is the control block that decides which decoder will 

be used in the decoding process. Depending on the information passed to it i.e. the channel 

matrix (H), it estimates the channel quality through one of the above described methods (M1 
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–M4) then selects between the KBSD block and the ZF block by sending an enable signal to 

one of them while disabling the other one. 

Following the adaptive method M3 described in chapter 3, we divide the ACU block 

into three sub-blocks as shown in the Register To Logic (RTL) schematic of Fig. 5.2; first 

calculate the absolute values of the four channel coefficients in (2.11) using "B1_ABS" 

block then rearrange the two consecutive channel responses and divide them to get the ratios 

C1 and C2  (see (3.3)) using "B2_MinMax" block and finally the C1 and C2 values are 

checked versus the threshold value Γ to estimate the selectivity of the channel and decide 

which mode will be activated. 

If the first mode of operation is selected then the ACU enables the ZF block using 

the "ZF_EN" signal and for power saving disables the KBSD block using "KB_EN" signal 

while in the other modes the opposite operations occur to disable the ZF block and enable the 

KBSD to decode according to the suitable K1 or K2 that sent to it by the "K" signal. The ACU 

operation is tested using "ISim" tool embedded in ISE Design Suite 14.1 by Xilinx
®
 for a 

target FPGA "xc3s500e-5fg320" Spartan-3E device and a sample of the test bench 

waveforms that is generated by the Xilinx
® 

design tool is shown in Fig. 5.2. 

 

Figure 5.2: ACU RTL Schematic. 
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Figure 5.3: ISim test waveforms. 

TABLE 5.1:  SYNTHESIS REPORT SUMMARY 

Device  

xc3s500e-5fg320 

Used Available Utilization 

Slice Logic Utilization 

# LUTs 1176 9312 12% 

# Occupied Slices 627 4656 13% 

# Slice Registers 0 4656 0% 

Specific Feature Utilization 

# MULT18X18SIOs 4 20 20% 

Cell Usage (used to calculate overhead) 

# BELS =2537 # IOBuffers =189 # MULTS =4 

To calculate the overhead of the ACU, an estimated area in Kilo Gate Equivalence 

(KGE) is roughly calculated according to the obtained synthesis report (summarized in  
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table 5.1) as: 

Estimated Area=  

[number of BELS gates] + [number of IO buffers]+[number of MULTs]        (5.1) 

where the number of BELS gates includes the number of multiplexers, inverters and Look 

Up Tables (LUT) gates. The estimated area equals 12.305 KGE. 

The number of gates used in the different  LUTs  employed in that fully combinational 

design are obtained using the equivalent schematics of the different LUTs (LUT2:4) which 

are shown in Fig. 5.4 noting that LUT1 is just a 1×1 buffer gate. 

 

Figure 5.4: LUTs equivalent schematics of (a) LUT2[2×1] (b) LUT3[3×1] (c) LUT4[4×1]. 

Comparing the overhead with different KBSD implementations reported in [55] 

and [56] (worst case is 1790 KGE and best case is 71 KGE for different K-values), we get a 

small overhead of about 0.6~15% over the worst/best case area. The ACU alternates 

between different K-values KBSD and hence it consumes different power values with the 

average power below that of the KBSD using the K2 value and hence a power saving is 
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automatically obtained by using the ACU. 

 

5.2 ASIP Implementation 

Application Specific Instruction Set Processor (ASIP processor) is an optimized 

processor designed for a special task, it can be considered as a mid-way between the 

software and hardware design as it combines the design of the instruction set as well as the 

hardware for a specific application. Since the ASIP design is customized for certain tasks, it 

has the optimum trade-off between performance, flexibility and power dissipation over other 

platforms as shown in Fig. 5. 5[57][58].  

 

Figure 5.5: Flexibility-Power- Performance trade-off of different software and hardware 

implementation platforms [58]. 

We choose to utilize the ASIP platform for our ACU implementation to be able to 

switch between different standards when using the AKBSD. For example, AKBSD is 

applicable for both the DVB-T2 and DVB-NGH standards which differ in the number of 
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transmitting and/or receiving antennas, modulation techniques, space time codewords … 

etc.  

ASIP design can be performed by completely describing it via Architecture 

Description Language (ADL) or obtaining it after software programming of an existing 

processor or using a so called Transport Triggered Architecture (TTA) [58].  

In our design, we used the “Asip Meister
®

” ADL tool [59] to model the ACU unit 

on ASIP. The tool has the advantage of early estimation of resources such as area, power and 

delay in an early stage of design. The design stages are: 

o Setting the processor specifications. 

o Declare the resources. 

o Set the storage/memory specifications. 

o Define the processor interface and instruction types and format. 

o Estimate the processor design performance. 

o Generate Assembler file. 

o Design the instruction micro operation. 

o Generate the HDL and compiler. 

o Verification and Implementation of the processor model. 

The high level architecture of the AKBSD is shown in Fig. 5.6, different variables 

e.g. channel matrix, K and threshold values, …etc are stored in the memory from the 

previous blocks in the receiver. U#1, the ACU, calculates the adaptive K value, Ka, and 

outputs it with the enable signals of the ZF and KBSD blocks. U#2 performs QR 

decomposition and outputs the q and r values, while U#3 calculates the PEDs and performs 

the sorting operations.  It should be noticed that U#2 and U#3 represent together the hard 

coding part of the KBSD while adding U#4, that outputs the LLR values of the transmitted 

signal, is necessary for the implementation of soft decoding such as the KB-LSD. 
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Figure 5.6: High level architecture of the AKBSD. 

Table 5.2: Architecture Parameters of the B-STD32 

Parameter Type 

Basic Architecture RISC 

Memory Architecture Harvard 

Instruction length 32 

Data length 32 

Addressing Byte address 

Byte order Big Indian 

Register Type/Number GPR/32 

# pipeline stages 4 

We modeled the ACU unit only here (named U#1) while U#2, U#3 and U#4 are 

somehow implemented via different architectures in recent publications, e.g. in [60]-[65]. 

The task performed by the ACU was described in Section 5.1. We designed two main 

instructions that can perform the operation of the ACU and build on one of the Brownie 
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processors family named Brownie STD 32-bit processor (B-STD32) [66] designed by “Asip 

Meister
® 

” tool. The ACU inherits the features of the B-STD32 architecture which is shown 

in table 5.2. 

The two instructions related to the ACU behavior (named GENC and GENKA) are 

of the Register and Register (RR) instruction type, as shown in Fig. 5.7, which are used to 

perform an operation by using two source registers (rs1, rs2) and write back the result to the 

register (rd) and (func) is a sub-opcode
2
 of RR type and the lower 6 bits are an opcode and 

fixed to “000001” in the case of RR type. The GENC and GENKA instruction formats, code 

allocation, mnemonic format and its usage with the AKBSD parameters are described in  

Fig. 5.8. 

 

Figure 5.7: RR instruction format. 

 

Figure 5.8: GENC and GENKA instructions format and mnemonic. 

                                                   
2
opcode is the part of the machine language instruction which indicates the operation to be performed by 

the processor unit. 
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The estimated architecture level performance of the ACU is calculated, as shown in 

table 5.3 and reported by the “Asip Meister
® 

” tool , and it gives almost neither power 

addition nor delay while the area overhead was typically increased by 0.8 % over the 

B-STD32 and consumes around only 330 extra gates. Sample of the assembly code that can 

be used to implement the ACU unit is shown in Fig. 5.9 in which we load the channel 

response values from the data memory and then calculate the C1 and C2 values to generate 

the adaptive K-value (Ka) that will be passed to the KBSD if it is greater than 0, i.e. Ka> 0, or 

the ZF decoder will be activated as the instantaneous decoder if the calculated Ka=0. 

Table 5.3: Architecture Level Estimation 

Parameter B-STD32 B-STD32 + ACU Overhead % 

Area [gates] 40055 40384 0.8 % 

Delay [ns] 32.78 32.78 0 % 

Power [uW/MHZ] 1299 1299 0 % 

 

 

Figure 5.9: Sample of assembly code for the ACU unit implementation. 

LW %GPR22,0(%GPR16);load values of h11 in register GPR22 from the    

;data memory with address equals value of GPR16 + offset 

LW %GPR23,0(%GPR17);load values of h12 

GENC %GPR24,%GPR22,%GPR23 ;calculate c1 

 

LW %GPR22,0(%GPR18);load values of h21  

LW %GPR23,0(%GPR19);load values of h22 

GENC %GPR25,%GPR22,%GPR23 ;calculate c2 

 

GENKA %GPR26,%GPR24,%GPR25 ;generate Ka 

 

BRZ%GPR26,#0x0FFE0700 ;if Ka==0 jump to enable the ZF decoder 
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Since the ASIP implementation for the ACU consumes almost no extra power when 

added to other units and since power saving is automatically obtained by using the ACU, it is 

now clear that the ACU saves the power in regular KBSD, but at the expense of small 

increase in the area as shown in tables 5.1 and 5.3. 

5.3 Summary  

In this chapter, we covered the hardware implementation of the ACU unit of the 

AKBSD employing M3 adaptation method via the FPGA and ASIP platforms and showed 

that the ACU consumes almost no power nor delay but on the other hand adds small area 

to the decoder implementation area. In the next chapter, we conclude the work done 

through this thesis and show the future work that can be done to extend this work. 
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CHAPTER: 6 

CONCLUSIONS AND FUTURE WORK 

 

This chapter is dedicated to summarize the work done through this thesis and to 

illustrate the tasks that can be performed as a future work for further research.  

 

6.1 Conclusions 

 The thesis contributions can be summarized in the following points: 

o We proposed employing a modified sphere decoder, namely AKBSD, which relies on 

adapting the number of paths in the search of the KBSD according to the operating 

environment especially the channel quality.  

o We offer to adaptively estimate a suitable number of K-paths through an adaptive unit, 

i.e. ACU, depending on specific criteria such as: channel quality estimation, channel 

matrix analysis and SNR estimation, and to search only these number of branches to 

save more processing operations while traversing the tree.  

o The achieved reduction in the decoder complexity makes it more suitable for hardware 

implementations. 

o This type of adaptation is performed over the horizontal level in the tree to achieve the 

best trade-off between performance and complexity.   

o In cooperative networks, another dimension of adaptation is partial detection over the 

vertical levels of the tree can be utilized to reduce the overhead introduced in the MIMO 

relay.  

o Therefore, we proposed a new 2-D AKBSD  that makes  use  of  the  two  vertical 
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(number of traversed levels) and horizontal (number of visited nodes per level) 

dimensions of the adaptation process in the R node to suit the dynamic conditions of  

the network.  

o We proposed a new hybrid partial and full detection protocol for multi-hop networks 

that greatly reduce the decoding complexity especially in the nodes that perform partial 

detection task. 

o As a step of the decoder implementation, we also presented a hardware implementation 

and an ASIP model for the ACU unit. 

 

6.2 Future Work 

 The future work directions are shown in the following points: 

o In this work, we did not implement a channel estimator block in the receiver side 

assuming perfect channel knowledge and depending on previous blocks in the receiver 

structure; hence a study that includes the channel estimation task will exactly 

characterize the whole system performance. 

o 3-D Space Time Space (STS) [67] offers an efficient scheme to cope with equal and 

unequal received powers in Single Frequency Network (SFN) scenarios whatever the 

receiver position, using the AKBSD for the decoding of the 3-D STS codes is expected 

to reduce its high decoding complexity. 

o Implement the whole decoder blocks via ASIP to be fully applicable in hardware 

implementations and make use of the reduced power consumption property of the ASIP. 
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 يهخص
 

( يعتبر تكنولوجيا جاذبى فٍ تطبيقات MIMOتصال عن طريق الوواُيات المتعددة )إن الإ

 ٌساعد فٍ تطور العديد من أنظمقد ستذدام الوواُيات المتعددة إتصاِت الّسلكيى. خيث إن الإ

نظمى الذلويى وتكنولوجيا البث الأرضٍ الرقمٍ. كما الإتصاِت الّسلكيٌ مثل الجيل الرابع للأ

 .ٌوالتعاوني ٌالشبكات الذلويمجال تعتبرالوواُيات المتعددة الظاهريٌ موضوع بخث نشط فٍ 

ترميز التردد والوقت  كل من نتقاُيٌ التردد والوقت فٍإوفٍ هذه الرسالٌ َ نتناول بالبخث مشكلتٍ 

علٍ مدى  ٌيط  لترميز التردد والوقت علٍ فرضيٌ أن القناة ثابتالفك البس عامٌ يعتمدفعلٍ الترتيب. 

 خاِت الرموز المتتابعى المكونى لتقنيٌ التنوع. ولكن فٍ خالٌ عدم تخقق هذه الفرضيٌ َ ونعنٍ هنا

مثل فك الترميز الأكثر تشابوا أو  القنوات المتغيرة َ فإنى يجب تطبيق عمليات فك ترميز أكثر تعقيداً 

 الكروى. فك الترميز

( هو نظام فك ترميز قليل التعقيد و ثابت KBSDإن فك الترميز الكروى بأفضل عدد مسارات )

خدد عدد العقد التٍ توالتً  Kالإنتاجيٌ ؛ ومع ذلك فإن أداُى يعتمد بشكل كبير علٍ قيمٌ المعامل 

التعديّت علٍ فك توظيف العديد من  قدمننا نفإَ ومن هنا جتيازشجرة البخث. إسيتم زيارتوا أثناء 

الترميز الكروى لتويٌُ عدد المسارات المستذدمى فٍ البخث فٍ جواز فك الترميز الكروى بأفضل 

رعدد مناسب من المسارات من قد   (. خيث إن هذه الذوارزميات المطورة ت  KBSDعدد مسارات )

القناة مثل : تخليل  علٍ بعض المعاييرالمرتبطى بجودة عتماداً إ(َ ACUذّل وخدة التخكم التكيفً )

 مصفوفٌ القناة َ تقدير نوعيٌ القناة و تقدير نسبٌ طاقٌ الإشارة إلٍ الضوضاء.

إن التسويٌ الجيدة بين تعقيد جواز فك الترميز وأداُى والناتجٌ عن تويٌُ عدد المسارات يجعلى أكثر 

مستوى الأفقً فً شجرة تنفيذ هذا النوع من التكيف يعتبرعلٍ الو  َ مّءمٌ للتطبيقات العمليى لى

 البخث وذلك لتخقيق أفضل مفاضلٌ بين الأداء و التعقيد. بينما فً الشبكات التعاونيٌ َ هناك بعداً 

آذر من التكيف يمكن استذدامى فٍ الكشف الجزًُ علٍ المستويات العموديٌ للشجرة وذلك للخد 

     از فك الترميز الكروى المكيفقترخنا جوإ فقد ضافات التً أدذلت فً جواز التتابع. لذلكمن الإ

(2-D AKBSDثناٍُ الأ ) ى عمليٌ التكيف َ العموديعد  ستذدام ب  إبعاد الجديد والذى يستفيد من    

)عدد المستويات التٍ يتم اجتيازها( والأفقً )عدد العقد التٍ يتم زيارتوا فٍ كل مستوى( فً جواز 

. كما تم عرض بروتوكول جديد للكشف الكلٍ التتابع لتتناسب مع الظروف المتغيرة  للشبكٌ 

ستذدامى فٍ الشبكات متعددة القفزات. وأذيرا كذطوة لتنفيذ جواز فك إوالجزٍُ يمكن 

الكثافى  ٌعالي ٌجوزه للشراُد المتكاملوصف الأ ٌلغ ه باستذدامبتنفيذَ فقد قمنا الترميزعملياً 

(VHDL) بالإ( ضافى الٍ تنفيذ معالح ضبط التعليمات المخدده بالتطبيقASIP لوخدة التخكم )

 .(ACU)التكيفً 

 



 

 

 

 

 

 

   
 

 

 

 

 

 
 

 

 

حقىق الىشر محفىظه ®  

 أحمد عبدالعزيز بدوي البىا

4102 -القاهرة   

 
 

 



 فك انترييز انكروى انًكيف بأفضم عذد يسبرات

 يةلأَظًة بث انفيذيو انرقًي وانشبكبت انتعبوَ 

 

 يٍ  يقذية  

 أحًذ عبذانعزيز بذوى انبُب

  

 

 نهحصول عهي درجة 

 

 دكتوراِ في انفهسفة 
 

 في 

 

 تصبلاتنكتروَيبت والإهُذسة الإ

 
 

 انتوقيع           انجبيعة     شراف نجُة الإ    

 

 ......................    مصر        -أ.م.د. / عادل عبد الرحمه             الجامعه المصريه الياباويه  للعلىم والتكىىلىجيا

 

 ......................       مصر     -أ.م.د. / مها الصبروتً                 الجامعه المصريه الياباويه  للعلىم والتكىىلىجيا

 

 ......................               مصر  -د. / محمد فرج                                  جامعت الأسكىدريت  

 

 ......................        اليابان                                -أ.د. / سيتشً سامباي                            جامعه اوساكا 

 

 

 يوافقوٌ                                              انجبيعةنجُة انًُبقشة وانحكى عهي انرسبنة                        

 

 ......................    مصر        -أ.د. / حسام شلبً                        الجامعه المصريه الياباويه  للعلىم والتكىىلىجيا 

 

 اليابان                                   ...................... -جامعه كيىشى    أ.م.د. / اوسامى مىتا 

  

 ......................    مصر      -عبد الرحمه              الجامعه المصريه الياباويه  للعلىم والتكىىلىجيا  أ.م.د. / عادل 

 

 ......................       مصر    -أ.م.د. / مها الصبروتً                  الجامعه المصريه الياباويه  للعلىم والتكىىلىجيا 

 

 

 تعهيى وانشئوٌ انكبديًية َبئب رئيس انجبيعة نه

 

    أحًذ عبذ انًُعى ابو إسًبعيمأ.د.     
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 فك انترييز انكروى انًكيف بأفضم عذد يسبرات

  لأَظًة بث انفيذيو انرقًي وانشبكبت انتعبوَية 

 

 

 رسبنة عهًية 

  سبت انعهيباانذركهية ني إيقذية  

 تصبلات وانحبسببتنكتروَيبت والإهُذسة الإفي 

  انجبيعة انًصرية انيبببَية نهعهوو وانتكُونوجيب

 نحصول عهي درجة جزئي نًتطهببت استيفبء إك

 

 

  دكتوراِ في انفهسفة

 

 في 

 

 تصبلاتنكتروَيبت والإهُذسة الإ

 

 

 

 

 يقذية يٍ 

 أحًذ عبذانعزيز بذوى انبُب
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